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A. An intuitionistic, hybrid modal logic suitable for reasoning about distribution of resources was
introduced in [16, 17]. The modalities of the logic allow to validate properties in aparticular place, in some
place and inall places. We give a sound and complete Kripke semantics for the logic extended with disjunctive
connectives. The extended logic can be seen as an instance ofHybrid IS5. We also give a sound and complete
birelational semantics, and show that it satisfies the finite model property: if a judgement is not valid in the logic,
then there is a finite birelational counter-model. Hence we prove that the logic is decidable.
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1 Introduction

In current computing paradigm distributed resources spread over and shared amongst dif-
ferent nodes of a computer system are very common. For example, printers may be shared
in local area networks, or distributed data may store documents in parts at different loca-
tions. The traditional reasoning methodologies are not easily scalable to these systems as
they may lack implicitly trust-able objects such as a central control.

This has resulted in the innovation of several reasoning techniques. A popular approach
in the literature has been the use of algebraic systems such as process algebra [10, 20, 15].
These algebras have rich theories in terms of semantics [20], logics [9, 8, 14, 22], and
types [15]. Another approach is logic-oriented [16, 17, 37, 21, 38, 30]: intuitionistic modal
logics are used as foundations of type systems by exploiting thepropositions-as-types,
proofs-as-programsparadigm [12]. An instance of this was introduced in [16, 17]. The
logic introduced there is the focus of our study. It uses the conjunctive connectives∧ and
>, and implication→.

The formulae in this logic also include names, calledplaces. Assertions in the logic
are associated with places, and are validated in places. In addition to consideringwhether
a formula is true, we are also interested inwhere



The deduction system is essentially a conservative extension of propositional intuitionistic
logic; and it is in this sense that we will use the adjective “intuitionistic” for the extended
logic throughout the paper.

As noted in [16, 17], the logic can also be used to reason about distribution of resources
in addition to serving as the foundation of a type system. The papers [16, 17], however,
lack a model to match the usage of the logic as a tool to reason about distributed resources.
In this paper, we bridge the gap by presenting a Kripke-style semantics [19] for the logic
extended with disjunctive connectives. In Kripke-style semantics, formulae are considered
valid if they remain valid when the atoms mentioned in the formulae change their value
from false to true. This is achieved by using a partially ordered set ofpossible states.
Informally, more atoms are true in larger states.

We extend the Kripke semantics of the intuitionistic logic [19], enriching each possible
state with a set of places. The set of places in Kripke states are not fixed, and different
possible Kripke states may havedifferentset of places. However, the set of places vary in
a conservative way: larger Kripke states contain larger set of places. In each possible state,
different places satisfy different formulae. In the model, we interpret atomic formulae as
resources of a distributed system, and placement of atoms in a possible state corresponds
to the distribution of resources.

The enrichment of the model with places reveals the true meaning of the modalities in
the logic. The modality @p expresses a property in a named place. The modality� corre-
sponds to a weak form of spatial universal quantification and expresses a property common
to all places, and the modality♦ corresponds to a weak form of spatial existential quan-
tification and expresses a property valid somewhere in the system. For the intuitionistic
connectives, the satisfaction of formulae at a place in a possible state follows the standard
definition [19].

To give semantics to a logical judgement, we allow models with more places than those
mentioned in the judgement. This admits the possibility that a user may be aware of only
a certain subset of names in a distributed system. This is crucial in the proof of soundness
and completeness as it allows us to create witnesses for the existential (♦) and the universal
(�) modalities. The Kripke semantics reveals that the extended logic can be seen as the
hybridisation of the well-known intuitionistic modal systemIS5[11, 23, 26, 29, 34, 35].

Following [11, 26, 34, 35], we also introduce a sound and complete birelational se-
mantics for the logic. The reason for introducing birelational semantics is that it allows
us to prove decidability. Birelational semantics typically enjoy thefinite model property





anddoc2 are stored in a particular place, then the usual intuitionistic rules allow to infer
that the place can access the entire document.

The intuitionistic framework is extended in [17] to reason about different places. An
assertion in such a logic takes the form “ϕ at p”, meaning that formulaϕ is valid at placep.
The construct “at” is a meta-linguistic symbol and points to the place where the reasoning
is located. For example,doc1 at p anddoc2 at p formalise the notion that the partsdoc1

anddoc2 are located at the nodep. If, in addition, the assertion ((doc1 ∧doc2) → doc) at p
is valid, we can conclude that the documentdoc is available atp.

The logic is a conservative extension of intuitionistic logic in the sense that if we restrict
our attention to formulae without modalities then the ‘local’ proof system in a single place
p mimics the standard intuitionistic one. For instance, the deduction described above is
formally

; ∆ `{p} doc1 at p ; ∆ `{p} doc2 at p

; ∆ `{p} doc1 ∧ doc2 at p
∧I

; ∆ `{p} (doc1 ∧ doc2) → doc at p

; ∆ `{p} doc at p
→ E

(1)

where∆
def
= (doc1 ∧ doc2) → doc at p, doc1 at p, doc2 at p. It is easy to see that this

derivation becomes a standard intuitionistic one if rewritten without the ‘place’at p.
In the assertionϕ at p, ϕ will not contain any occurrences of the constructat. Instead,

ϕ will use modalities @p, one for each place in the system, to cast the meta-linguistic
at at the language level. A modality @p internalises resources at the locationp, and the
modal formulaϕ@p means that the propertyϕ is valid atp, and not necessarily anywhere
else. Indeed bothϕ at p andϕ@p will have the same semantics, and it is possible to define
an equivalent logic in which the constructat is not needed. However, we will prefer to
keep the distinction in the logic as was the case in [16, 17]. Also, the introduction and
elimination rules for the modality @ are more elegant if we maintain this distinction. We



the section (see Ex. 1).
Even if we deal with resources distributed in heterogeneous places, certain properties

are valid everywhere. For this purpose, the logic has the modality�: the formula�ϕmeans
thatϕ is valid everywhere. In the example above,p can access the documentdoc, if there
is a place that has the partdoc2 and can send it everywhere. This can be expressed by
the formula♦(doc2 ∧ (doc2 → �doc2)) at p′. The rules of the logic would allow us to
conclude thatdoc2 is available atp. Therefore the documentdoc is also available atp. We
will illustrate this inference at the end of the section (see Ex. 2).

We now define formally the logic. As mentioned above, it is essentially the logic in-
troduced in [17] enriched with the disjunctive connectives∨ and⊥, thus achieving the full
set of intuitionistic connectives. This allows us to express properties such as: the docu-
mentdoc2 is located either atp itself or atq (in which casep has to fetch it). This can be
expressed by the formula (doc2 ∨ ((doc2@q) → doc2)) at p.

For the rest of the paper, we shall assume a fixed countable set of atomic formulae
Atoms, and we vary the set of places. Given a countable set of placesPl, let Frm(Pl) be the
set of formulae built from the following grammar:

ϕ ::= A | > | ⊥ | ϕ ∧ ϕ | ϕ ∨ ϕ | ϕ → ϕ | ϕ@p | �ϕ | ♦ϕ.

Here the syntactic categoryp stands for elements fromPl, and the syntactic categoryA
stands for elements fromAtoms. The elements inFrm(Pl) are said to bepure formulae,
and are denoted by small Greek lettersϕ, ψ, µ . . . An assertion of the formϕ at p is called
sentence. We denote by capital Greek lettersΓ,Γ1, . . . (possibly empty) finite sets of pure
formulae, and by capital Greek letters∆,∆1, . . . (possibly empty) finite sets of sentences.

Each judgement in this logic is of the form

Γ



Γ; ∆, ϕ at p `P ϕ at p
L

Γ, ϕ; ∆ `P ϕ at p
G

Γ; ∆ `P > at p
>I

Γ; ∆ `P ⊥ at p

Γ; ∆ `P ψ at p
⊥E

Γ; ∆ `P ϕ1 at p

Γ; ∆ `P ϕ1 ∨ ϕ2 at p
∨I1

Γ; ∆ `P ϕ2 at p

Γ; ∆ `P ϕ1 ∨ ϕ2 at p
∨I2

Γ; ∆ `P ϕ1 ∨ ϕ2 at p Γ; ∆, ϕ1 at p `P ψ at p Γ; ∆, ϕ2 at p `P ψ at p

Γ; ∆ `P ψ at p
∨E

Γ; ∆ `P ϕi at p i = 1,2

Γ; ∆ `P ϕ1 ∧ ϕ2 at p
∧I

Γ; ∆ `P ϕ1 ∧ ϕ2 at p

Γ; ∆ `P ϕi at p
∧Ei (i = 1,2)

Γ; ∆, ϕ at p `P ψ at p

Γ; ∆ `P ϕ → ψ at p
→ I

Γ; ∆ `P ϕ → ψ at p Γ; ∆ `P ϕ at p
Γ; ∆ ` ψ at p

→ E

Γ; ∆ `P ϕ at p

Γ; ∆ `P ϕ@p at p′
@I

Γ; ∆ `P ϕ@p at p′

Γ; ∆ `P ϕ at p
@E

Γ; ∆ `P ϕ at p

Γ; ∆ `P ♦ϕ at p′
♦I

Γ; ∆ `P ♦ϕ at p′ Γ; ∆, ϕ at q `P+q ψ at p′′

Γ; ∆ `P ψ at p′′
♦E

Γ; ∆ `P+q ϕ at q

Γ; ∆ `P �ϕ at p
�I

Γ; ∆ `P �ϕ at p Γ, ϕ; ∆ `P ψ at p′

Γ; ∆ `P ψ at p′
�E

F 1. Natural deduction.

analogy, however, has to be taken carefully. For example, ifΓ; ∆ `P ♦ψ at p, then we can
show using the rules of the logic thatΓ; ∆ `P �♦ψ at p. In other words, if a formulaψ is
true in some unspecified place, then every place can deduce that there is some place where
ψ is true.

Also note that, as stated, the rule⊥E has a ‘local’ flavour: from⊥ at p, we can infer
any other property in the same place,p. However, the rule has a ‘global’ consequence. If
we have⊥ at p, then we can infer⊥@q at p. Using @E, we can then infer⊥ at q. Hence,
if a set of assumptions makes a place inconsistent, then it will make all places inconsistent.

As we shall see in§2.1, the Kripke semantics of this logic would be similar to the one
given for intuitionistic systemIS5[23, 29, 35]. Hence this logic can be seen as an instance
of Hybrid IS5 [7]. Before we proceed to define the Kripke semantics, we illsutrate our
derivation system by a couple of examples. First example will demonstrate the use of rule
♦I , while the second example will demonstrate the use of�E.

Example 1 Let p, p′ ∈ P, ψ be the formula (doc2∧(doc2 → doc2@p)) at p′. Let∆
def
= ♦ψ.

Pickq < P and let∆′ def
= ♦ψ, ψ; ∆ `P



; ∆ `P ♦ψ at p′
L

.... π

; ∆′ `P+q doc2 at p

; ∆ `P doc2 at p
♦E

whereπ is the derivation:

; ∆′ `P+q doc2 ∧ (doc2 → doc2) at q
L

; ∆′ `P+q doc2 at q
∧E

; ∆′ `P+q doc2 ∧ (doc2 → doc2) at q
L



The Kripke models that we shall define now are similar to those defined for the intu-
itionistic modal systemIS5 [11, 34, 23, 26, 7, 35]. In the definition,K is the set of Kripke
states, and its elements are denoted byk, l, . . . The relation≤ is the partial order on the set
of states.

Definition 3 (Kripke Model) A quadrupleK = (K,≤, {Pk}k∈K , {Ik}k∈K) is aKripke model
if

• K is a (non empty) set;

• ≤ is a partial order onK;

• Pk is anon-emptyset of places for allk ∈ K;

• Pk ⊆ Pl if k ≤ l;

• Ik : Atoms→ Pow(Pk) is such thatIk(A) ⊆ I l(A) for all k ≤ l.

Let Pls =
⋃

k∈K Pk. We shall say thatPls is the set of places ofK .

The definition tells only how resources, i.e. atoms, are distributed in the system. To give
semantics to the whole set of formulaeFrm(Pls), we need to extendIk. The interpretation
of a formula depends on its composite parts, and if it is valid in a place in a given state,
then it remains valid at the same place in all larger states. For example, the formulaϕ ∧ ψ
is valid in a statek at placep ∈ Pk, if bothϕ andψ are true at placep in all statesl ≥ k.

The introduction of places in the model allows the interpretation of the spatial modali-
ties of the logic. Formulaϕ@p is satisfied at a place in a statek, if it is true atp in all states
l ≥ k; ♦ϕ and�ϕ are satisfied at a place in statek, if ϕ is true respectively at some or at
every place in all statesl ≥ k.

We extend now the interpretation of atoms to interpretation of formulae by using in-



Consider now the distributed database described before. We can express the same prop-
erties inferred in§2 by using a Kripke model. Fix a Kripke statek. The assumption that
the two parts,doc1, doc2, can be combined inp in a statek to give the documentdoc can
be expressed as (k, p) |= (doc1 ∧ doc2) → doc. If the resourcesdoc1 anddoc2 are assigned
to the placep, i.e., (k, p) |= doc1 and (k, p) |= doc2, then, since (k, p) |= doc1 ∧ doc2, it
follows that (k, p) |= doc.

Let us consider a slightly more complex situation. Suppose thatk |= ♦( doc2 ∧ (doc2 →

�doc2) ) at p′. According to the semantics of♦, there is some placer such that (k, r) |=

doc2∧(doc2 → �doc2). The semantics of∧ tells us that (k, r) |= doc2 and (k, r) |= (doc2 →

�doc2). Since (k, r) |= doc2, we know from the semantics of→ that (k, r) |= �doc2, and
from the semantics of� that (k, p) |= doc2. Therefore, ifdoc1 is placed atp in the statek,
then the whole documentdoc would become available at placep in statek.

To give semantics to the judgements of the logic, we need to extend the definition of
forcing relation to judgements. We begin by extending the definition to contexts.

Definition 6 (Forcing on Contexts) Let K = (K,≤, {Pk}k∈K , {Ik}k∈K) be a Kripke model.
Given a statek in K, a finite set of pure formulaeΓ, and a finite set of sentences∆ such that
PL(Γ; ∆) ⊆ Pk; we say thatk forces the contextΓ; ∆ (and we writek |= Γ; ∆) if

1. for everyϕ ∈ Γ and everyp ∈ Pk: (k, p) |= �ϕ;

2. for everyψ at q ∈ ∆: (k,q) |= ψ.

Finally, we extend the definition of forcing to judgements.

Definition 7 (Satisfaction for a Judgment) Let K = (K,≤, {Pk}k∈K , {Ik}k∈K) be a Kripke
model. The judgementΓ; ∆ `P µ at p is said to be valid inK if

• PL(Γ) ∪ PL(∆) ∪ PL(µ) ∪ {p} ⊆ P;

• for everyk ∈ K such thatP ⊆ Pk, if k |= Γ; ∆ then (k, p) |= µ.

Moreover, we say thatΓ; ∆ `P µ at p is valid (and we writeΓ; ∆ |= µ at p) if it is valid in
every Kripke model.

Although, it is possible to obtain soundness and completeness of Kripke semantics
directly, we shall not do so in this paper. Instead, they will be derived as corollaries.
Soundness will follow from the soundness of birelational semantics and encoding of Kripke
models into birelational models. Completeness will emerge as a corollary in the proof of
construction of finite counter-model.

3 Birelational Models

One other semantics given for modal intuitionistic logics in literature is birelational seman-
tics [11, 34, 26, 35]. As in the case of intuitionistic modal logics [24, 35], birelational
semantics for our logic enjoys the finite model property, while Kripke semantics does not.

Birelational models, like Kripke models, have a set of partially ordered states. The
partially ordered states will be calledworlds, and we useu, v,w, . . . to range over them.
Formulae will be validated in worlds, and if a formula is validated in a world, then it will
be validated in all larger worlds. To validate atoms we have the interpretationI , which
maps atoms into a subset of worlds. IfI maps an atom into a world, then it will map the
atom in all larger worlds.

In addition to the partial order, however, there is also a second binary relation on the
set of states which is calledreachabilityor accessibilityrelation. Intuitively,uRwmeans
that w will be reachable fromu. As our logic is a hybridisation forIS5, the relationR
will be an equivalence relation. The relationR will also satisfy a technical requirement,
thereachability condition, that is necessary to ensure monotonicity and soundness of logic
evaluation.

Unlike the Kripke semantics, the states will not have a set of places associated to them.
Instead, there is apartial function,Eval, which maps a world to asingleplace. In a sense

9



which we will make precise in§3.2, a world in a birelational model corresponds to a place
in a specific Kripke state. As we shall see later, the partiality of the functionEval is crucial
in the proof of the finite model property. In the caseEval(w) is defined and isp, we shall
say thatw evaluatesto p. w evaluatesto p.



Proposition 10 (Monotonicity) Let WPls be a birelational model onPls. The relation|=

preserves the partial order inW, namely, for every worldw in W andϕ ∈ Frm(Pls), if v ≥ w
thenw |= ϕ impliesv |= ϕ.

Proof The proof is straightforward, and proceeds by induction on the structure of formu-
lae. Here, we just consider the induction step in whichϕ is of the formϕ1@p. Suppose
thatw |= ϕ1@p. Then there is aw′ such thatw R w′, w′↓ p andw′ |= ϕ1.

Consider nowv ≥ w. Sincew R w′, by the reachability condition we obtain that there
is a worldv′ such thatv R v′ andv′ ≥ w′. As w′ |= ϕ1, by induction hypothesis we obtain
v′ |= ϕ1. Now, asv′ ≥ w′ andw′↓ p, we getv′↓ p by coherence property. Finally, asv R v′,
we getv |= ϕ1@p by definition. �

Example 11 Consider the birelational modelWexamwith two worlds, sayw1 andw2. We
takew1 ≤ w2, and both worlds are reachable from each other. The worldw2 evaluates to
p, while the evaluation ofw1 is undefined. LetA be an atom. We defineI (A) to be the
singleton{w2}. For any formulaϕ, we abbreviateϕ → ⊥ as¬ϕ.

Consider the pure formula¬A. Now, by definition,w2 |= A and thereforew2 6|= ¬A.
Also, asw1 ≤ w2, we getw1 6|= ¬A. This means thatw2 |= ¬¬A, andw1 |= ¬¬A. Hence,
we getw1,w2 |= �¬¬A.

On the other hand, consider the formula¬¬�A. We have by definition thatw1 6|= A. As
w1 is reachable from bothw1 andw2, we deduce thatw1,w2 6|= �A. Using the semantics of
→, we get thatw1,w2 6|= ¬¬�A.

We now extend the semantics to the judgements of the logic. We begin by extending
the semantics to contexts.

Definition 12 (Bi-forcing on Contexts) Let WPls = (W,≤, R, I ,Eval) be a birelational
model onPls. Given a finite set of pure formulaeΓ, and a finite set of sentences∆, such
thatPL(Γ; ∆) ⊆ Pls; we say thatw ∈ W forces the contextΓ; ∆ (and we writew |= Γ; ∆) if

1. for everyϕ ∈ Γ: w |= �ϕ, and

2. for everyψ at q ∈ ∆: w |= ψ@q.

In order to extend the semantics to judgements, we need one more definition. We say
that a placep is reachable from a worldv, if there is a world which evaluates top and
is reachable fromv. The set of all places reachable from a worldv will be denoted by
Reach(v). More formally,

Reach(v)
def
= {p : w↓ p for somew ∈ Reach



; `{p} �¬¬A at p is bi-valid in the modelWexam, while the judgement ;�¬¬A at p `{p}

¬¬�A at p is not bi-valid in Wexam. In fact, we will later on show that the judgement
; �¬¬A at p `{p} ¬¬�A at p is valid in every finite Kripke model. Therefore, this example,
adapted from [24, 35], will demonstrate that the finite model property does not hold in the
case of Kripke semantics.

3.1 Soundness

The proof of soundness of birelational models has several subtleties, that arise as a conse-
quence of the inference rules for the introduction of� (� I), and elimination of♦ (♦ E). Let
us illustrate this for the case of�I . Recall the inference rule of�I from Fig. 1:

Γ; ∆ `P+q ϕ at q

Γ; ∆ `P �ϕ at p
�I

To show the soundness of this rule, we must show that the judgementΓ; ∆ `P �ϕ at p
is bi-valid whenever the judgementΓ; ∆ `P+q ϕ at q is bi-valid. Now, to show that the
judgementΓ; ∆ `P �ϕ at p is bi-valid, we must consider an arbitrary world, sayw, in an
arbitrary birelational model, sayWPls, such thatP ⊆ Reach(w) andw |= Γ; ∆. We need to
prove thatw |= �ϕ@p also. For this, we need to show that for any worldv in WPls such
thatw ≤ w′ R vfor somew′, it is the case thatv |= ϕ. Pick one suchv and fix it.

Please note that without loss of generality, we can assume thatPls does not containq
(otherwise, we can always renameq in the model). To use the hypothesis thatΓ; ∆ `P+q

ϕ at q is bi-valid, we must consider a modification ofWPls. One strategy, that is adopted
in the case of Kripke semantics [7], is to add new worldsv′

q, one for each worldv′ ≥ v.
The new worldsΓ



(q, v) satisfiesϕ. As mentioned above, this is equivalent to saying thatv satisfiesϕ.
We are ready to carry out this proof formally. We begin by constructing theq-extension,

and showing that this is a birelational model.

Lemma 16 (q-Extension) Let WPls = (W,≤, R, I ,Eval) be a birelational model onPls.
Given a new placeq < Pls, we define theq-extensionW〈q〉Pls′ to be the quintuple (W′,≤′

, R′, I ′,Eval′), where

1. Pls′ def
= Pls∪ {q}.

2. W′ def
= R ∪ ({q} × W).

3. ≤′⊆ W′ × W′ is defined as:

- (w′,w) ≤′ (v′, v) if and only if w′ ≤ v′ andw ≤ v,

- (q,w) ≤′ (q, v) if and only if w ≤ v;

4. R′ ⊆ W′ × W′ is defined as:

- (w′,w) R′(v′,w),

- (w′,w) R′(q,w),

- (q,w) R′(w′,w), and

- (q,w) R′(q,w).

5. I ′ : Atoms→ Pow(W′) is defined as:

- I ′(A)
def
= { (w′,w) | w′ ∈ I (A), w′ R w} ∪ { (q,w) | w ∈ I (A) } ;

6. Eval′ : W′ → Pls′ is defined as

- Eval′((w′,w))
def
= Eval(w′) for every (w′,w) ∈ R,1

- Eval′((q,w))
def
= q for everyw ∈ W.

Theq-extension is a birelational model.

Proof We need to show the five properties of Definition 8.

1. ClearlyW′ is a non empty set ifW is.

2. Since≤ is a partial order, then≤′ is a partial order too.

3. The relationR′ is an equivalence by definition. We show thatR′ satisfies the reacha-
bility condition by cases. There are four possible cases.

Case a. Assume that (v′, v) ≥′ (w′,w) R′(w′′,w).
The hypothesis says thatv ≥ w, v′ ≥ w′, v′ R v, w′ R w andw′′ R w. Since R

is an equivalence, we getv′ ≥ w′ R w′′. Using the reachability condition forR,
there existsv′′ ∈ W such thatv′ R v′′ ≥ w′′. Hence, we conclude (v′, v) R′(v′′, v) ≥

(w′,w).

Case b. Assume that (q, v) ≥′ (q,w) R′(w′,w).
This means thatv ≥ w andw R w′. By the reachability condition forR, there is a

v′ such thatv R v′ ≥ w′, and we conclude (q, v) R′(v′, v) ≥′ (w′,w).

Case c. Assume that (v′, v) ≥′ (w′,w) R′(q,w).
This meansv ≥ w, and we conclude (v′, v) R′(q, v) ≥′ (q,w).

Case d. Assume that (q, v) ≥′ (q,w) R′(q,w).
We havev ≥ w, and we conclude (q, v) R′(q, v) ≥′ (q,w).

4. To check monotonicity forI ′, we consider two cases:

1In the equality, the left hand side is defined only if the right hand side is.
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Case a. Assume that (w′,w) ∈ I ′(A).
This means thatw′ ∈ I (A). If (v′, v) ≥′ (w′,w), thenv′ ≥ w′. By the monotonicity

of I , we getv′ ∈ I (A). Hence (v′, v) ∈ I ′(A).

Case b. Assume that (q,w) ∈ I (A).
This means thatw ∈ I (A). If (q, v) ≥′ (q,w), thenv ≥ w. By the monotonicity of

I , we getv ∈ I (A). Hence (q, v) ∈ I ′(A).

5. According to the definition,Eval′ is a partial function. We need to verify the two
properties required for a birelational model.

Coherence. We have to show that if a world in the new model evaluates to some place,
then all the higher worlds evaluate to the same place. There are two possible cases.

Case a. Assume that (v′, v) ≥′ (w′,w), and (w′,w)↓ p
We get by definition,v′ ≥ w′ andw′↓ p. By coherence on the modelWPls,

we getv′↓ p. Hence (v′, v)↓ p.

Case b. Assume that (q, v) ≥′ (q,w).
We have by definition, (q, v)↓ q and (q,w)↓ q.

Uniqueness. We have to show that two different worlds reachable from each other can-
not evaluate to the same place. As (q, v) always evaluates toq, two worlds (w, v)
and (q,w) cannot evaluate to the same place. There are two other possible cases.

Case a. Suppose (v′, v) R′(w′,w), (w′,w)↓ p and (v′, v)↓ p.
We have by definitionv′ R v, w′ R w, v = w, w′↓ p andv′↓ p. Since R is an

equivalence andv = w, we getv′ R w′. By uniqueness onWPls, we getv′ = w′.
Therefore (v′, v) =′ (w′,w)

Case b. Suppose that (q, v) R′(q,w), (q,w)↓ q and (q, v)↓ q.
We have by definitionv = w, and hence (q, v) = (q,w). �

We will now show that if a pure formula, sayψ, does not mentionq, then (w′,w) satisfies
ψ only if w′ does. Furthermore, (q,w) satisfiesψ only if w does.

Lemma 17 (W〈u,q〉Pls′ is conservative) Let WPls = (W,≤, R, I ,Eval) be a birelational
model, and letW〈q〉Pls′ = (W′,≤′, R′, I ′,Eval′) be itsq-extension. Let|= and |=′ extend
the interpretation of atoms inWPls andW〈q〉Pls′ respectively. For everyϕ ∈ Frm(Pls) and
w ∈ W, it holds

1. for everyw′ R w, (w′,w) |=′ϕ if and only if w′ |= ϕ; and

2. (q,w) |=′ϕ if and only if w |= ϕ.

Proof Prove both the points simultaneously by induction on the structure of formulae in
Frm(Pls).

Base of induction.The two points are verified on atoms, on>, and on⊥ by definition.
Induction hypothesis.We consider a formulaϕ ∈ Frm(Pls), and assume that the two

points hold for all sub-formulaeϕi of ϕ. In particular, we assume thatfor every w∈ W:

1. for every w′ R w,(w′,w) |=′ϕi if and only if w′ |= ϕi ; and

2. (q,w) |=′ϕi if and only if w|= ϕi .

We shall prove the lemma only for the modal connectives and for the logical connective
→. The other cases can be treated similarly. We shall also only consider point1, as the
treatment of point2 is analogous. We pickw ∈ W andw′ R w, and fix them.

• Caseϕ = ϕ1 → ϕ2. Suppose (w′,w) |=′ϕ1 → ϕ2. Then

for every (v′, v) ≥′ (w′,w), we have (v′, v) |=′ϕ1 implies (v′, v) |=′ϕ2. (2)

We need to show thatw′ |= ϕ. Pickv′ ≥ w′ such thatv′ |= ϕ1, and fix it. It suffices
to show thatv′ |= ϕ2.

14



We havev′ ≥ w′ R w. By the reachability condition, there existsv ∈ W such that
v′ R v≥ w. Hence, (v′, v) ≥′ (w′,w).

The induction hypothesis says that (v′, v) |=′ϕ1. We have (v′, v) |=′ϕ2 by (2) above.
Hencev′ |= ϕ2, by applying induction hypothesis one more time.

For the other direction, assume thatw′ |= ϕ1 → ϕ2. Then

for everyv′ ≥ w′, we havev′ |= ϕ1 impliesv′ |= ϕ2. (3)

Now consider (v′, v) ≥′ (w′,w), and assume (v′, v) |=′ϕ1. From (v′, v) ≥′ (w′,w),
we havev′ ≥ w′. From (v′, v) |=′ϕ1



Proposition 18 (Forcing Propagation) Let WPls = (W,≤, R,V,Eval) be a birelational
model onPls. Let Γ be a finite set of pure formulae,∆ be a finite set of sentences∆, andw
be a world inW such thatw |= Γ; ∆. Then

1. v |= Γ; ∆ for everyv R w, and

2. v |= Γ; ∆ for everyv ≥ w.

Proof The second part of the proposition is an easy consequence of monotonicity of the
logic. For the first part, pickv R wand fix it. We need to show that ifψ is a formula inΓ

thenv |= �ψ, and that ifϕ at p is a sentence in∆ thenv |= ϕ@p.
Now, if ψ ∈ Γ, then we have thatw |= �ψ. Letv′, v′′ be two worlds such thatv′′ R v′ ≥ v.

We will show that, and

2.’@



fix it. By Proposition 18,w′ |= Γ; ∆. We shall show thatw′ |= �ϕ, and we will be done.
In order to show thatw′ |= �ϕ, we have to show thatv′ |= ϕ



Assume that (k′, p′) ≥′ (k, p) R′(l,q). Then it must be the case thatk′ ≥ k, k = l and
q ∈ Pl . Sincek = l, we getq ∈ Pk. Furthermore, ask′ ≥ k, we havePk ⊆ Pk′ . Therefore
q ∈ Pk′ .

Consider the world (k′,q). We get (k′, p′) R′(k′,q) ≥′ (k,q) by definition. �

The encoding preserves the forcing relation:

Proposition 21 (Forcing Preservation) Let K = (K,≤, {Pk}k∈K , {Ik}k∈K) be a Kripke mod-
el with set of placesPls. Let WK

Pls = (W′,≤′, R′, I ′,Eval′) be theK-birelational model.
Let |=K and|=W extend the interpretation of atoms inK andWK

Pls respectively. For every
ϕ ∈ Frm(Pls), k ∈ K, andp ∈ Pk, we have:

(k, p) |=K ϕ if and only if (k, p) |=W ϕ.

Proof We proceed by induction on the formulaϕ ∈ Frm(Pls). The statement of the propo-
sition is easily verified on>, ⊥ and on atoms.

Induction hypothesis.We consider a formulaϕ ∈ Frm(Pls), andI



and order are essentially orthogonal. Hence, the reverse encoding will fail to preserve the
forcing relation.

This is no accident, and as we have pointed out before, partiality of the evaluation
in birelational models is essential for the proof of the finite model property. This was
illustrated by the “finite model”Wexam in Ex. 11. InWexam, it is the case thatw1 ≤ w2,
w1 R w2, w1↑ andw2↓ p. As discussed there, this model allows us to refute the judgement
; �¬¬A at p `{p} ¬¬�A at p. As we will see later, the judgement will be valid in every
finite Kripke model.

We shall now use the encoding and soundness of logic with respect to birelational
models to show soundness of Kripke semantics.

Corollary 22 (Soundness)If Γ; ∆ `P µ at p is derivable in the logic, then it is valid in
every Kripke model.

Proof Suppose that the judgementΓ; ∆ `P µ at p is derivable. Then it must be the case
thatPL(Γ) ∪ PL(∆) ∪ PL(µ) ∪ {p} ⊆ P. Let K = (K,≤, {Pk}k∈K , {Ik}k∈K) be a Kripke model
with set of placesPls. Let |=K extend the interpretation of atoms to formulae on this Kripke
model. Letk be a Kripke state of this model such thatP ⊆ Pk andk |=K Γ; ∆. We need to
show that (k, p) |=K µ.

Consider the encoding of the Kripke modelK into a birelational model. LetWK
Pls =

(W′,≤′, R′, I ′,Eval′) be theK-birelational model, and consider the world (k, p) ∈ W′. If
|=W is the extension of interpretation of atoms in this model, we claim that (k, p) |=W Γ; ∆.

If ψ ∈ ∆ then ask |=K Γ; ∆, we get by definition (k, p) |=K �ψ. By Proposition 21, we
get that (k, p) |=W �ψ.

If ψ at q ∈ Γ, then we have by definition (k,q) |=K ψ. By Proposition 21, we get that
(k,q) |=W ψ. Now, by construction (k, p) R′(k,q), and hence we get (k, p) |=W ψ@q.

Therefore, we get that (k, p) |=W Γ; ∆. As the logic is sound over birelational models,
we get (k, p) |=W µ@p. This implies that (k, p) |=K µ@p, by Proposition 21 once again.
Finally, this is the same as (k, p) |=K µ, by definition, and we have done. �

4 Bounded contexts and Completeness

In this section, we shall prove completeness of the logic with respect to both Kripke and
birelational semantics. The proof will follow a modification of standard proofs of com-
pleteness of intuitionistic logics[19, 35, 7, 36], and we will construct a particular Kripke
model: thecanonical bounded Kripke model. The reason for the term “bounded” shall be-
come clear later on. We will prove that a judgementΓ; ∆ `P µ at p is valid in the canonical
bounded model if and only if it is derivable in the logic. Then we will use the encoding of
the Kripke models into birelational models (see§3.2), which will allow us to prove com-
pleteness of birelational models. The resulting model will be used to prove the finite model
property in§5.3. The construction of the model is adapted from [35].

We also point out that we shall prove the completeness results in the case whereP is
finite. This is not a serious restriction for completeness, and the result can be extended to
judgements whereP is infinite. The real advantage of using a finite set of places is that it
will assist in the proof of finite model property as we will see in§5.

We begin by defining sub-formulae of a pure formula. Asub-formulaof a pure formula,q ;



Definition 23 (Bounded Contexts)Given a finite set of placesP and a finite set of pure
formulaeΘ ∈ Frm(P), a pair (Q,∆) is a (P,Θ)−bounded contextif

• Q is a finite set of places that containsP, i.e., P ⊆ Q; and

• ∆ is a finite set of sentences of the formϕ at q, whereϕ ∈ Θ∗ andq ∈ Q.

The bounded contexts will be used as Kripke states in the canonical model. However,
we will need particular kinds of bounded contexts.

Definition 24 (Prime Bounded Contexts)Let Θ,Γ ⊆ Frm(P) be two finite sets of pure
formulae on the finite set of placesP. A (P,Θ)−bounded context (Q,∆) is said to be
Γ−prime if

• Γ; ∆ `Q ϕ at q for ϕ ∈ Θ∗ andq ∈ Q, implies thatϕ at q ∈ ∆ (Θ-deductive closure);

• Γ; ∆ 0Q ⊥ at q for everyq ∈ Q (Consistency);

• Γ; ∆ `Q ϕ∨ψ at q for ϕ∨ψ ∈ Θ∗ andq ∈ Q, implies that eitherϕ at q ∈ ∆ orψ at q ∈ ∆

(Θ-disjunction property); and

• Γ; ∆ `Q ♦ϕ at q for ♦ϕ ∈ Θ∗ andq ∈ Q, implies that there existsq′ ∈ Q such that
ϕ at q′ ∈ ∆ (Θ-diamond property).

As an example, letA be an atom. LetP = {p}, Θ = {A@p} andQ = {p,q}. Consider
the following sets of sentences:

• ∆1 = {A at p, A at q, A@p at p};

• ∆2 = {A at p, A at q, A@p at p, A@p at q}; and

• ∆3 = {A at p, A at q, A@p at p, A@p at q, ♦A at q}.

Clearly, we have thatP ⊆ Q. If ψ at r is a sentence in∆1 or ∆2, thenψ is a sub-formula of
Θ andr ∈ Q. Therefore, (Q,∆1) and (Q,∆2) are (P,Θ)− bounded contexts. On the other
hand, (Q,∆3) is not a (P,Θ)−bounded context as♦A is not a sub-formula ofA@p.

If we let Γ to be the list{A}, then it follows easily thatΓ; ∆1 `Q A at p. Using the
inference rule of introduction of @, we getΓ; ∆1 `Q A@p at q. However, we have that
A@p at q < ∆1. Therefore, (Q,∆1) is notΓ−prime. On the other hand, (Q,∆2) is Γ−prime.



The set∆′ required in the lemma would be a subset ofΣ, and the setQ′ would be a
subset ofQ∪ Q♦. These sets would be obtained by a series of extensions∆n,Qn which will
satisfy certain properties:

Property 1 For everyn ≥ 0

1. Qn ⊆ Q ∪ Q♦, and∆n ⊆ Σ;

2. Qn ⊆ Qn+1, ∆n ⊆ ∆n+1;

3. (Qn,∆n) is (P,Θ)-bounded context; and

4. Γ; Σn 0Qn ψ at q.

The series is constructed inductively. In the induction, at an odd step we will create a
witness for a formula of the type♦ϕ. At an even step we deal with disjunction property.
We shall also construct two sets:

• treated♦n, that will be the set of the formulae♦ϕ ∈ Θ∗ for which we have already created
a witness.

• treated∨n , that will be the set of the formulaeψ1 ∨ψ2 at q ∈ Σ which satisfy the disjunc-
tion property.

We pick an enumeration ofΘ∗, and fix it. We start off by defining treated♦0 = ∅,
treated∨0 = ∅, Q0 = Q, and∆0 = ∆. It is clear from the hypothesis of the lemma that
Q0 andP0 satisfy the four points of Property1.

Then we proceed inductively, and assume thatQn,∆n (n ≥ 0) have been constructed
satisfying Property 1. In stepn + 1, we consider two cases:

1. If n+ 1 is odd, then pick the first formulaψ1 ∨ ψ2 ∈ Θ∗ in the enumeration ofΘ∗ , such
that

• Γ; ∆n `Qn



This contradicts the hypothesis onQn,∆n. HenceΓ; ∆n+1 0Qn+1 ψ at q. Therefore,Qn+1

and∆n+1 satisfy Property1.

Therefore, we get by construction thatQn,∆n satisfy Property 1. We defineQ′ =⋃
n≥0 Qn, and∆′′ =

⋃
n≥0 ∆n. Now, using Property 1,Q′ ⊆ Q ∪ Q♦ and∆′′ ⊆ Σ. This

implies thatQ′ and∆′′ are finite sets. (Note that this means that the series (Qn,∆n) is even-
tually constant). Using Property 1, we can easily show that (Q′,∆′′) is a (P,Θ)− bounded
context, andΓ; ∆′′ 0Q′

ψ at q.
Finally, we define∆′ to be the set of all sentencesϕ at s ∈ Σ such thatΓ; ∆′′ `Q′

ϕ at s.
As a consequence of Proposition 25, we get that

Γ; ∆′ `Q′

µ at r if and only if Γ; ∆′′ `Q′

µ at r (6)

Clearly,∆′ extends∆′′ and hence∆. Furthermore, (Q′,∆′) is (P,Θ)−bounded by con-
struction. Also we getΓ; ∆′ 0Q′

ψ at q, thanks to the equivalence (6). We only need to
show that (Q′,∆′) is Γ-prime.

1. (Deductive Closure) The set∆′ is deductively closed, by construction.

2. (Disjunction Property) Assume thatΓ; ∆′ `Q′

ψ1 ∨ ψ2 at r, for ψ1 ∨ ψ2 ∈ Θ∗ and
q ∈ Q′. Then letn be the least number such thatΓ; ∆n `Qn ψ1 ∨ ψ2 at r. Clearly,
ψ1 ∨ ψ2 at q < treated∨n , andΓ; ∆m `Qm ψ1 ∨ ψ2 at q for every m ≥ n. Eventually
ψ1 ∨ ψ2 at q has to be treated at some odd stageh ≥ n. Hence, eitherψ1 at r ∈ ∆h+1 or
ψ2 at r ∈ ∆h+1. Therefore,ψ1 at q ∈ ∆′ or ψ2 at q ∈ ∆′.

3. (Diamond Property) Assume thatΓ; ∆′ `Q′

♦ϕ at r, for ♦ϕ ∈ Θ∗ andr ∈ Q′. Then letn
be the least number such thatΓ; ∆n `Qn ♦ϕ at r. As in the previous case, we assert that
♦ϕ at q is treated for some even numberh ≥ n. We getϕ at q♦ϕ ∈ ∆′ by construction.

4. (Consistency) IfΓ; ∆′ `Q′

⊥ at r, thenΓ; ∆′ `Q′

ψ@q at r by the rule⊥E. Therefore,
Γ; ∆′ `Q′

ψ at q by @E, which contradicts our construction. Hence,Γ; ∆′ 0Q′

⊥ at q.

We conclude that (Q′,∆′) is aΓ-prime and (P,Θ)− bounded context extending (Q,∆)
such thatΓ; ∆ 0Q′

ϕ at p. �

We finally construct the bounded canonical model. In the model, the set of Kripke
states is the set of prime bounded contexts (Q,∆) ordered by inclusion. A place belongs to
the state (Q,∆) only if it is in Q, and an atomA is placed in a placer in the state (Q,∆)
only if A at r ∈ ∆. More formally, we have

Definition 27 (Bounded Canonical Model)



2. if |=K is the forcing relation onKcan, then for everyϕ ∈ Θ∗, every (Q,∆) ∈ K, and
everyq ∈ Q it holds: (Q,∆) |=K ϕ at q if and only if ϕ at q ∈ ∆.

Proof Clearly, all the properties required for a Kripke model are verified. All we have to
prove is the part2 of the lemma. The proof is standard, and we proceed by induction on
the structure of the formulaϕ ∈ Θ∗. In the induction hypothesis, we assume that part2 of
the lemma is valid on all sub-formulae ofϕ that are inΘ∗. Please note that ifϕ ∈ Θ∗, then
all of the sub-formulae ofϕ are inΘ∗. Hence, we can apply the induction hypothesis on all
the sub-formulae ofϕ. Here, we just illustrate the inductive case in whichϕ is �ϕ1.
Case�ϕ1. Assume that (Q,∆) |=K �ϕ1 at q, where�ϕ1 ∈ Θ∗. By definition, this means
that for every (Q′,∆′) ≥ (Q,∆) and everyr ∈ Q′Q



Furthermore,∆ is contained inΣ. Therefore, by Lemma 28, (Q,Σ) |=K µ at q whenever
µ at q ∈ ∆.

Hence, we get that the Kripke state (Q,Σ) |= Γ; ∆. By our assumption, we get (Q,Σ) |=K

ϕ at p also. By Lemma 28, we getϕ at p ∈ Σ. However our choice ofQ,Σ was such
that ϕ at p < Σ. We have just reached a contradiction, and hence we can conclude that
Γ; ∆ `P ϕ at p. �

Now, by the encoding of Kripke models into birelational models (see Proposition 21),
if a judgement is valid in all birelational models then it is valid in all Kripke models. As
the class of Kripke models is complete, we get that the class of birelational models is also
complete for the logic.

Corollary 30 If P is finite and the judgementΓ; ∆ `P ϕ at p is bi-valid in every birelational
model, then it is provable in the logic.

Proof Suppose that the judgementΓ; ∆ `P ϕ



contain infinite many worlds. However, by using techniques similar to those used in [35],
we will be able to construct a finite model that is equivalent to the counter-model. The
key technique in the construction is the identification of triples (Q,∆,q) that differ only
in renaming of places other than those inP. We start the proof by discussingrenaming
functions.

5.1 Renaming functions

First, we discuss renaming of places in formulae and judgements. Given any two sets of
placesQ1,Q2, a renaming functionis a function f : Q1 → Q2. Intuitively, f renames a
placeq in Q1 as f (q).

Given a renaming functionf : Q1 → Q2, we can extendf to a function from the
setFrm(Q1) into the setFrm(Q2) by replacing all occurrences of placesq by f (q). More
formally,

• f (A)
def
= A for all atomsA;

• f (ϕ1 ◦ ϕ2)
def
= f (ϕ1) ◦ f (ϕ2) for ◦ ∈ {∨,∧,→};

• f (ϕ@q)
def
= f (ϕ)@f (q);

• f (♦ϕ)
def
= ♦ f (ϕ) and f (�ϕ)

def
= � f (ϕ).

This can be further extended to contextsΓ; ∆ by applying f to all formulae inΓ and all

sentences in∆, with f extended to sentences asf (ϕ at q)
def
= f (ϕ) at f (q).

If f is a renaming function, then we can transform a proof of a judgementΓ; ∆ `Q1

ϕ at q to a proof of the judgementf (Γ; ∆) `Q2 f (ϕ) at f (q):

Lemma 32 (Provability Preservation Under Renaming) Let f : Q1 → Q2 be a renam-
ing function. Then for any set of pure formulaeΓ, any set of sentences∆, any formulaϕ
and any placeq such thatPL(Γ) ∪ PL(∆) ∪ PL(ϕ) ∪ {q} ⊆ Q1, we have:

Γ; ∆ `Q1 ϕ at q implies f (Γ; ∆) `Q2 f (ϕ) at f (q).

Proof Intuitively, in order to obtain a proof off (Γ; ∆) `Q2 f (ϕ) at f (q), replace all occur-
rences of placesr in the proof ofΓ; ∆ `Q1 ϕ at q by f (r).

More formally, we prove the lemma by induction onn, the number of inference rules
applied to derive the judgementΓ; ∆ `Q1 ϕ at q. Please note that the induction is on the
number of inference rules applied, and we will vary the setsQi ,∆, and the formulaϕ in the
proof. Please recall that the inference rules are given in Fig. 1.

Base Case (n= 1). Then the rule applied is one amongstL, G, and>I . If the applied
rule isL, thenϕ at q ∈ ∆. Hencef (ϕ) at f (q) ∈ f (∆). An application of the ruleL gives us
f (Γ; ∆) `Q2 f (ϕ) at f (q). The cases ofG and>I follow immediately.

Induction hypothesis (n> 1). We proceed by cases, and consider the last rule applied
to obtainΓ; ∆ `Q1 ϕ at q. The treatment of the rules involving the logical connectives is
fairly straightforward, and we show the three most interesting cases: @I , �I , and♦E.

@I : Assume that the last rule applied is @I . Thenϕ = ψ@r, for some pure formulaψ ∈

Frm(Q1) and some placer ∈ Q1. Furthermore,Γ; ∆ `Q1 ψ at p is derivable by using
less thann instances of the rules.

The induction hypothesis says thatf (Γ; ∆) `Q2 f (ψ) at f (r). Using the rule @I , we
getΓ; ∆ `Q2 f (ψ)@



The induction hypothesis says thatf ′(Γ; ∆) `Q2+q′
2 f ′(ψ) at q′

2. As Γ,∆ andψ do
not containq′

1, we havef ′(Γ; ∆) = f (Γ; ∆) and f ′(ψ) = f (ψ). Therefore, by using the
inference rule�I , we get f (Γ; ∆) `Q2 � f (ψ) at f (q). We conclude by observing that
f (�ψ) = � f (ψ).

♦E: Assume that the last rule applied is♦E. Thenϕ = ♦ψ for some pure formulaψ ∈

Frm(Q1). Moreover, there existq′
1 < Q1, q′′

1 ∈ Q1, andµ ∈ Frm(P) such that:

– Γ; ∆ `Q1 ♦µ at q′′
1 is derivable by using less thann instances of inference rules; and

– Γ; ∆, µ at q′
1 `Q1+q′

1 ψ at q is derivable by using less thann instances of inference
rules.

By induction hypothesis on the first judgement, we getf (Γ; ∆) `Q2 ♦ f (µ) at f (q′′
1 ).

Now, let Q1
′ = Q1 ∪ {q1

′} and∆′ = ∆ ∪ {µ at q′
1}. We chooseq′

2 < Q2. We define
f ′ : Q′

1 → Q′
2 as f ′(r) = f (r) for r ∈ Q1, and f ′(q′

1) = q′
2.

By induction hypothesis on the second judgement, we getf ′(Γ; ∆, µ at q′
1) `Q2+q′

2

f ′(ψ) at f ′(q). Now, f ′ is the same asf on Q1, and thereforef ′(Γ; ∆, µ at q′
1) =

f (Γ; ∆), f (µ) at q′
2 by definition. Hence, we get thatf (Γ; ∆), f (µ) at q′

2 `Q2+q′
2 f (ψ) at q.

We concludef (Γ; ∆) `Q2 f (ψ) at f (q), by using the inference rule♦E. �

For example, let us considerQ1 = {p,q} and letQ2 = {r}. Let f : Q1 → Q2 be the
function f (p) = r, f (q) = r. Let A be an atom, and letΓ to be the empty list. We have
Γ; A at p `Q1 A@p at q. Then by the Lemma 32,Γ; A at r `Q2 A@r at r.

5.2 Pointed Contexts and Morphisms
Let P,Q be a finite sets of places such thatP ⊆ Q. Let Θ ⊆ Frm(P) be a finite set of pure
formulae with sub-formula closureΘ∗. Please recall that given a finite set of sentences∆,
we say that (Q,∆) is a (P,Θ)−bounded context if for every sentenceϕ at r it is the case
thatϕ ∈ Θ∗ andr ∈ Q. Given a (P,Θ)−bounded context (Q,∆), we will say that (Q,∆,q)
is a pointed (P,Θ)−bounded contextif q ∈ Q. Henceforth, we refer to such triples as
(P,Θ)−pcontexts. The elementq is said to bethe pointof the pcontext (Q,∆,q). Following
[35], we lift the notion of renaming functions to morphisms between pcontexts:

Definition 33 (Morphism) Let w1 andw2 be two (P,Θ)−pcontexts, andwi = (Qi ,∆i ,qi)
for i = 1,2. A morphismfrom w1 to w2 is a renaming functionf : Q1 → Q2 such that

1. f (p) = p for everyp ∈ P;

2. if ϕ at q ∈ ∆1 thenϕ at f (q) ∈ ∆2; and

3. f (q1) = q2.

We write w1 - w2 whenever there is a morphism fromw1 to w2. Furthermore, we write
w1 w w2 if w1 - w2 andw2 - w1.

The first part of the definition says that the renaming function does not change the places
in P. Now for every sentenceϕ at q ∈ ∆1, it is the case thatϕ ∈ Frm(P). Therefore, the
second condition is equivalent to saying thatf (∆1) ⊆ ∆2. Hence, (Q1,∆1,q1) - (Q2,∆2,q2)
intuitively means that∆2 has “more” sentences than∆1 up-to renaming. Finally, the third
part says that a morphism preserves the point of a pcontext.

For example, letP = {p}, Θ = {A}, andQ1 = Q2 = {p,q, r}. Let f : Q1 → Q2 be the
renaming function defined asf (p) = p, f (q) = r and f (r) = q. Consider the three sets of
sentences:

• ∆1 = ∆2 = {A at q,A at p}, and

• ∆′ = {A at p,A at r}.

We havef (A at q) = A at r. Now, we have thatA at r < ∆2 andA at r ∈ ∆′. Therefore,
f is not a morphism from (Q1,∆1) to (Q2,∆2). On the other hand,f is a morphism from
(Q1,∆1) to (Q2,∆

′).

26



Clearly,- is a preorder. The identity function gives reflexivity, and function composi-
tion gives transitivity. This makes the relationw an equivalence relation. Ifw is a pcontext,
then we shall use [w] to denote the class of the pcontexts equivalent tow with respect to the
relationw. We shall use these equivalence classes as the worlds of the finite counter-model,
and the order amongst the worlds will be given by the preorder-. We will now show that
the relationw partitions the set of pcontexts into finite number of classes. Please note that
it is in this proof, we use the fact that the setP is finite:

Lemma 34 (Finite Partition) The set of (P,Θ)−pcontexts is partitioned into a finite num-
ber of equivalence classes by the equivalencew.

Proof We will show that every (P,Θ)−pcontext is equivalent to acanonical pcontext. The
set of canonical pcontexts will be finite. Before we proceed, please note thatP andΘ are
finite sets by definition. Hence, the sub-formula closureΘ∗ and the powersetPow(Θ∗) must
be finite sets.

We will now define the set of canonical pcontexts. For eachΛ ⊆ Θ∗ we choose a new

place r Λ < P such thatr Λ1 , r Λ2 if Λ1 , Λ2. Let R
def
= { r Λ : Λ ⊆ Θ∗}. The cardinality

of R is the same as the cardinality ofPow(Θ∗), and henceR is finite. A canonical pcontext
will have places amongstP ∪ R. Furthermore, the canonical pcontext will contain the
sentenceϕ at r Λ if and only if r Λ is a place in the pcontext andϕ ∈ Λ. More formally,
we say that the triple (Q,Σ,q) is acanonical(P,Θ)-pcontextif

• Q is a set of places such thatP ⊆ Q ⊆ P ∪ R.

• ∆ is the union of two sets∆P and∆R, where

1. ∆P is a set of sentences such thatϕ at s ∈ ∆P means thatϕ ∈ Θ∗ ands ∈ P; and

2. ∆R is the set ofall sentencesϕ at r Λ, whereϕ ∈ Λ and r Λ ∈ Q ∩ R. In other

words,∆R
def
= {ϕ at r Λ : ϕ ∈ Λ, r Λ ∈ Q ∩ R}.

• q ∈ Q.

Clearly, a triple that satisfies the above points is a (P,Θ)−pcontext. Furthermore, as the sets
P,R,Θ∗ are finite, the set of canonical pcontexts must be finite also.

We will now show that for every pcontextw = (Q,∆,q) there is a canonical pcontext
equivalent to it. This would immediately give us that the number of equivalence classes
induced byw is finite.

Let w = (Q,∆,q) be a (P,Θ)−pcontext, and fix it. Fors ∈ Q, let H(s) ⊆ Θ∗ be the set
of formulaeϕ such thatϕ at s ∈ ∆.

We now definew′ = (Q′,∆′,q′), the canonical pcontext equivalent tow as follows. P
will be contained inQ′. For eachs ∈ Q \ P, we add the placer H(s) to Q′. For p ∈ P, a
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Clearly, (Q′,∆′,q′) is a canonical (P,Θ)−pcontext. Moreover, the renaming functions

f : Q −→ Q′ f (s)
def
=

{
s if s ∈ P;
r H(s) otherwise.

g : Q′ −→ Q g(t)
def
=


t if t ∈ P;
q if t = q′;
l otherwise, wherel ∈ Q \ P is chosen s.t.

t = r H(l).

are morphisms fromw to w′ and fromw′ to w, respectively. We conclude thatw w w′. �

5.3 The Finite Counter-Model
Given a finite set of placesP, two finite sets of pure formulaeΓ,Θ ⊆ Frm(P), let Kcan

be theΓ−prime and (P,Θ)−bounded canonical Kripke model as defined in§4 (see Defini-
tion 27). Now, letWcan = (W,≤, R, I ,Eval) be theKcan− birelational model obtained by
using the encoding ofKcan into a birelational model (see§3.2). We callWcan theΓ−prime
and (P,Θ)−bounded canonical birelational model. Please recall from the proof of com-
pleteness (see§4) that if a judgementΓ; Σ `P ϕ at p is not provable, thenWcan provides
the birelational counter-model for the judgement for an appropriate choice ofΘ.

The worlds ofWcan are pcontexts (Q,∆,q) where (Q,∆) areΓ−prime and (P,Θ)−bou-
nded. Two worldsw1 = (Q1,∆1,q1) andw2 = (Q2,∆2,q2) are reachable from each other
if Q1 = Q2 and∆1 = ∆2. Furthermore, (Q1,∆1,q1) ≤ (Q2,∆2,q2) if Q1 ⊆ Q2, ∆1 ⊆ ∆2

andq1 = q2. A world w = (Q,∆,q) ∈ I (A) for some atomA if A at q ∈ ∆. The evaluation
is a total function, andE((Q,∆,q)) = q. Furthermore, as a consequence of definition of
canonical models, a worldw = (Q,∆,q) forces a formulaϕ ∈ Θ∗ if and only if ϕ at q ∈ ∆.

Even though the worlds in canonical birelational are composed of bounded pcontexts,
the set of the worlds may itself be infinite. Following [35], we shall construct a model,
called thequotient model, equivalent to the canonical model. For this model, we will use
morphisms between pcontexts. Please recall that given pcontextsw1 andw2, w1 - w2 if
there is a morphism fromw1 into w2, andw1 w w2 if w1 - w2 andw2 - w1. The relation
- is a preorder andw is an equivalence. The set of equivalence classes generated byw is
finite by Lemma 34. We write [w] for the equivalence class ofw.

In the quotient canonical model, the set of worlds will beW/w , the set of equivalence
classes generated byw on W. We have thatW/w is finite. Our construction will ensure that
w in the canonical birelational model forces a formulaϕ ∈ Θ∗ only if [w] forcesϕ.

In the quotient model, [w1] will be less than [w2] only if w1 - w2. As - is a preorder,
it follows easily that this ordering is well-defined. IfR is the reachability relation on the
canonical model, then [w1] is reachable from [w2



1. The setW/w is the set of the equivalence classes generated by the relationw onW.

2. The binary relation≤′ is defined as: [w1] ≤′ [w2] if and only if w1 - w2.

3. The binary relationR′ is defined as: [w1] R′[w2] if and only if there existsw′
1 ∈ [w1]

andw′
2 ∈ [w2] such thatw′

1 R w′
2.

4. The functionI ′ : Atoms→ Pow(W/w) is defined as:

I ′(A)
def
= {[w] : w ∈ I (A)}

5. The partial functionEval′ : W/w → P is defined as:

Eval′([w])
def
=

{
p if w = (Q,∆, p) andp ∈ P;
not defined otherwise.

As we discussed before,≤′, R′, I ′ andEval′ in the quotient model are well-defined.
We show that the relationR′ is an equivalence:

Lemma 36 (Reachability is an Equivalence)Given a finite set of placesP, two finite
sets of pure formulaeΓ,Θ ⊆ Frm(P), let Wcan = (W,≤, R, I ,Eval) be theΓ−prime and
(P,Θ)−bounded canonical birelational model. LetW/w = (W/w,≤

′, R′, I ′,Eval′) be the
quotient model ofWcan. Then R′ is an equivalence.

Proof The reflexivity and symmetry ofR′ follow from the reflexivity and symmetry of
R in the modelWcan. We need to show thatR′ is transitive.

Pick [w1], [w2], [w3] ∈ W/w such that [w1] R′[w2] R′[w3], and fix them. By definition,
the assumption [w1] R′[w2] R′[w3] is equivalent to saying that there arew′

1,w
′
2,w

′′
2 ,w

′
3 ∈ W

such thatw1 w w′
1 R w′

2 w w2 andw2 w w′′
2 R w′

3 w w3. As w is an equivalence, we get

w′
1 R w′

2 w w′′
2 R w′

3. (7)

In order to prove transitivity, we will first show that there are two worldsv1 andv3 in
W such thatw′

1 w v1 R v3 w w′
3. This will give us by definition [w′

1] R′[w′
3], and hence

[w1] R′[w3].
Now, the assumptions in (7) and the definition ofR say that

1. w′
1 = (Q1,∆1,q1) andw′

2 = (Q1,∆1,q2), where (Q1,∆1) is aΓ-prime and (P,Θ)−bound-
ed context, andq1,q2 ∈ Q1.

2. w′′
2 = (Q2,∆2,q′

2) andw′′
3 = (Q2,∆2,q3), where (Q2,∆2) is aΓ-prime and (P,Θ)−bo-

unded context, andq′
2,q3 ∈ Q2.

3. (Q1,∆1,q2) w (Q2,∆2,q′
2), i.e., there exist two morphismsf : Q1 → Q2 andg : Q2 →

Q1 such thatf (q2) = q′
2 andg(q′

2) = q2.

Without loss of generality, we can assume thatQ1 = P∪R1 andQ2 = P∪R2 with R1∩R2 = ∅

(otherwise, we can rename the places in∆2 andR2).
(Q1 ∪ Q2,∆1 ∪ ∆2) is (P,Θ)−bounded as (Q1,∆1) and (Q2,∆2) are bounded contexts.

We letv1
def
= (Q1 ∪ Q2,∆1 ∪ ∆2,q1) andv3

def
= (Q1 ∪ Q2,∆1 ∪ ∆2,q3).

Now, consider the triplev1 = (Q1 ∪ Q2,∆1 ∪ ∆2,q1). We have (Q1 ∪ Q2,∆1 ∪ ∆2,q1) w
(Q1,∆1,q1), by considering the two renaming functions

G1 : Q1 ∪ Q2 −→ Q1 G2 : Q1 −→ Q1 ∪ Q2

G1(q)
def
=

{
q if q ∈ Q1;
g(q) if q ∈ Q2

G2(q)
def
= q

Please note that asg is a morphism,g(q)



Similarly, (Q1 ∪ Q2,∆1 ∪ ∆2,q3) w (Q2,∆2,q3) by considering the morphisms

F1 : Q1 ∪ Q2 −→ Q2 F2 : Q2 −→ Q1 ∪ Q2

F1(q)
def
=

{
f (q) if q ∈ Q1;
q if q ∈ Q2

F2(q)
def
= q

We get thatv3 w w′
3.

If v1 andv3 are worlds inWcan, thenv1 R v3 by definition. In that casev1 andv3 are the
worlds we are looking for. In order to show thatv1 andv3 are indeed worlds inWcan we
need to show that the (P,Θ)−bounded context (Q1 ∪ Q2,∆1 ∪ ∆2) is Γ-prime.

In order to show that (Q1 ∪ Q2,∆1 ∪∆2) is Γ−prime we need to show the four properties
required by Definition 24. We will prove here only theΘ-deductive closure property. The
treatment of other properties is similar.

Assume thatΓ; ∆1 ∪ ∆2 `Q1∪Q2 ϕ at q for someϕ ∈ Θ. We consider two cases. If
q ∈ Q1, then consider the renaming functionG1 defined above. NowG1 fixes Q1 and



morphism fromw1 to w2 that fixesq. Therefore,w2 = (Q2,∆2,q) for someQ2 and
∆2. By definition, we conclude that [w2]↓ q.

UniquenessConsider [w1], [w2] ∈ W/w such that [w1] R′[w2]. This means that there
existw′

1,w
′
2 ∈ W such thatw1 w w′

1 R w′
2 w w2. Assume that [w1]↓ q and [w2]↓ q.

Thenw′
1↓ q andw′

2↓ q in Wcan. The uniqueness property inWcan says thatw′
1 = w′

2.
Hencew1 w w′

1 w w2. We conclude [w1] = [w2] as required. �

We will show that a worldw forces a formula inΘ∗ in the canonical birelational model
if and only if [w] forces the formula in the quotient model. For this, we will need the
following proposition which states that given worldsw1 - w2 in the canonical model, ifw1

forces a formula inΘ∗ then so doesw2:

Proposition 38 (Forcing Preservation Under Morphisms) Given a finite set of placesP,
two finite sets of pure formulaeΓ,Θ ⊆ Frm(P), let Wcan = (W,≤, R, I ,Eval) be the
Γ−prime and (P,Θ)− bounded canonical birelational model. Let|=W be the extension
of interpretationI to formulae. Then for everyw1,w2 ∈ W, andϕ ∈ Θ∗:

1. If w1 - w2, thenw1 |=W ϕ impliesw2 |=W ϕ.

2. If w1 w w2, thenw1 |=W ϕ if and only if w2 |=W ϕ.

Proof We prove the first point as the second one is straightforward consequence of the
first one. Considerw1,w2 ∈ W, such thatw1 - w2. This means thatw1 = (Q1,∆1,q1)
andw2 = (Q2,∆2,q2) where (Qi ,∆i) areΓ-prime and (P,Θ)-bounded contexts fori = 1,2.
Moreover, there is a morphismf : Q1 → Q2 such thatf (q1) = q2.

Assume thatw1 |=W ϕ for someϕ ∈ Θ∗. This means from the definition of canonical
birelational model thatϕ at q1 ∈ ∆1. Since f is a morphism fromw1 to w2, we get that
ϕ at q2 ∈ ∆2. Once again, we get from the definition of canonical birelational model that
w2 |=W ϕ. �

We are now ready to prove that if the worldw in the canonical birelational model forces
ϕ ∈ Θ∗, then the world [w] in the quotient model also forcesϕ, and vice-versa.

Lemma 39 (Quotient Forcing Preservation) Given a finite set of placesP, two finite sets
of pure formulaeΓ,Θ ⊆ Frm(P), let Wcan = (W,≤, R, I ,Eval) be theΓ−prime and (P,Θ)−
bounded canonical birelational model. LetW/w = (W/w,≤

′, R′, I ′,Eval′



ϕ2. The induction hypothesis says that [w′] |=/w ϕ2. As [w′] is an arbitrary world larger
that [w], we can conclude that [w] |=/w ϕ1 → ϕ2.

For the other direction, let [w] |=/w ϕ. This means that for every [w′] ≥′ [w]: if
[w′] |=/w ϕ1, then [w′] |=/w ϕ2.

Consider noww′ ≥′ w. We have [w′] % [w] also. If we assumew′ |=W ϕ1, then
the induction hypothesis says that [w′] |=/w ϕ1. Then [w′] |=/w ϕ2, and sow′ |=W ϕ2 by
induction hypothesis. We conclude thatw |=W ϕ1 → ϕ2.

C ϕ = �ϕ1. Let w |=W ϕ. We need to show that [w] |=/w �ϕ1. Consider [w1] ≥′ [w] and
[w2] R′[w1]. It suffices to show that [w2] |=/w ϕ1. The hypothesis [w2] R′[w1] ≥′ [w]
means thatw1 % w andw2 w w3 R w4 w w1 for some worldsw3,w4 ∈ W. We get that
w4 % w as-



Corollary 41 (Decidability) The provability of the judgementΓ; ∆ `P ϕ at p is decidable
in the logic.

Proof Let P′ bePL(Γ) ∪ PL(∆) ∪ PL(ϕ) ∪ {p}. By Proposition 31,Γ; ∆ `P ϕ at p if and
only if Γ; ∆ `P′

ϕ at p. As the functionPL can be effectively computed, we just need to
consider the judgementΓ; ∆ `P′

ϕ at p for the decidability result.
We can enumerate all proofs in the logic in which the set of places considered is finite.

Hence, we obtain an effective enumeration of all provable judgements. We can also effec-
tively enumerate all finite birelational models, and effectively check whether the judgement
Γ; ∆ `P′

ϕ at p is refutable in a given finite birelational model. As a consequence of the fi-
nite model property proved above,Γ; ∆ `P′

ϕ at p is refutable only if it is refutable in some
finite birelational model. By performing these enumerations and checks simultaneously,
we obtain an effective test for provability ofΓ; ∆ `P′

ϕ at p. �

The procedure detailed in the corollary above would not have worked if we had used
Kripke models instead of birelational models. This is because the finite model property
fails for Kripke models. For example, consider the judgement ;�¬¬A at p `{p} ¬¬�A at p.
We claim that this judgement is valid for everyfiniteKripke model.

Indeed, letk be a Kripke state in some finite Kripke modelK such that (k, p) |= �¬¬A.
Pick l ≥ k in K such thatl is maximal with respect to the ordering of Kripke states. As
(k, p) |= �¬¬A, we get by definition that (l, r) |= ¬¬A for every placer in the statel. From
the semantics of implication and the fact thatl is a maximal state, it must be the case that
(l, r) |= A for every placer in the statel. Again, asl is maximal, we get (l, p) |= �A, and
therefore (l, p) |= ¬¬�A. As the model is finite, there is always a maximall above any
k′ ≥ k, and then (l, p) |= �A. We conclude (k, p) |= ¬¬�A.

On the other hand, we showed that the judgement is not valid in the finite modelWexam

in Ex. 11. The modelWexamhas two worldsw1 andw2 such thatw1 ≤ w2, w1 R w2, I (A) =

{w2}, w1↑ and w2↓ p. As we discussed there,w2 |= �¬¬A and w2 6|= ¬¬�A. As we
mentioned before, this example is adapted from [24, 35].

6 Related Work

The logic we studied is an extension of the logic introduced in [16, 17]. In [16, 17], it
was used as the foundation of a type system for a distributedλ-calculus by exploiting
the proofs-as-terms and propositions-as-typesparadigm. The proof terms corresponding
to modalities have computational interpretation in terms of remote procedure calls (@p),
commands to broadcast computations (�), and commands to use portable code (♦). The
authors also introduce a sequent calculus for the logic without disjunctive connectives, and
prove that it enjoys cut elimination. Although the authors demonstrate the usefulness of
logic in reasoning about the distribution of resources, they do not have a corresponding
model.

The proofs-as-terms and propositions-as-typesparadigm has also been used in [37,
38, 21]. In [37], the logic studied is an intuitionistic modal logic derived fromIS5, and
the modalities have a spatial flavour. Specifically, Kripke states are taken to be nodes on
a network. The connective� refelects the mobility of portable code, and♦ reflects the
address of a fixed resources. The work in [38] extends [37, 16, 17] to a lambda calculus
for classical hybridS5with network-wide continuations, which arise naturally from the
underlying classical logic. These continuations create a new relationship between the two
modalities and give a computational interpretation of theorems of classical hybridS5. In
[21], the relationship modal logics and type systems for Grid computing is investigated.
The objects with type� are interpreted as jobs that may be injected into the Gird and run
anywhere. The main difference from [38, 37, 16, 17] is that the underlying logic is based
on S4rather thanS5. Whereas [38, 37, 16, 17] assume all nodes are connected to all other



modalities built from pure names. The original idea of internalising the model into formulae
was proposed in [27, 28], and has been further investigated in [1, 2, 4, 5, 6]. This work has
been mostly carried out in the classical setting. More recently, classical hybrid logic is
combined with linear temporal logic in [25], and the logic accounts for both temporal and
spatial aspects. Intuitionistic versions of hybrid logics were investigated in [7, 16, 17].

There are several intuitionistic modal logics in the literature, and [35] is a good source
on them. The modalities in [35] have a temporal flavour, and the spatial interpretation
was not recognised then. In [35], for example, the accessibility relation expresses the next
step of a computation. The work in [7] extends the modal systems in [35], and creates
hybrid versions of the modal systems by introducingnominals, a new kind of propositional
symbols projecting semantics into the logic. A natural deduction system for these hybrid
systems along with a normalisation result is also given in [7]. A Kripke semantics along
with a proof of soundness and completeness is also introduced.

The extension we gave to the logic in [16, 17] is a hybrid version of the intuitionistic
modal systemIS5[23, 29, 35]. The modality @p internalises the model in the logic. In the
modal systemIS5, first introduced in [29], the accessibility relation among places is total.
The main difference in the logic presented in [7] and the logic in [16, 17] is that names in
[16, 17] only occur in the modality @p.

From the point of view of semantics, Kripke semantics were first introduced in [19]
for intuitionistic first-order logic. Kripke semantics for intuitionistic modal systems were
developed in [11, 23, 26, 34, 35]. Birelational models for intuitionistic modal logic were
introduced independently in [11, 34, 26]. They are in general useful to prove the finite
model property as demonstrated in [24, 35]. The finite model property fails for Kripke
semantics [35, 24], and an example for this was adapted in this paper.

Some other examples of work on logics for resources are separation logics [33] andBI ,
the logic of bunched implications [22, 31, 32]. Separation logic is an extension of Hoare
logic that permits reasoning about low-level imperative programs with shared mutable data
structure. Formulae are extended by introducing a ‘separating conjunction’ whose subfor-
mulae are meant to hold for disjoint parts of the system, thus enabling a concise and flexible
description of structures with controlled sharing.BI is the theoretical base to separation
logics. While separation logic is based on particular storage models,BI describe resources
more generally and its model theory is inspired by a primitive of resource composition.

The logic of bunched implications is a substructural system which freely combines
propositional intuitionistic logic and the multiplicative fragment of propositional linear
logic. Assertions are not in a sequence, but rather inbunches: contexts with two com-
bining operations, one reflected in the logic the intuitionistic conjunction and the other by
the multiplicative one. In [22, 31, 32], the authors give a Kripke model based on monoids.
The formulae of the logic are the resources, and are interpreted as elements of the monoid.
The monoidal operation is reflected in the logic by the multiplicative connective. The focus
of this work is the sharing of resources, and not their distribution.

BI-Loc , presented in [3], extends the logic of bunched implication by introducing a
modality for locations. Its models areresource trees: node-labelled trees in which nodes
contain resources belonging to a monoid. Every label gives rise to a corresponding logical
modality which precisely indicates the location where a formula holds. AlthoughBI-Loc
offers a separation operator to express properties holding in different parts of the system, its



the asynchronousπ-calculus [20]. The logic is developed in classical settings and lacks
a notion of resources. The main aim of spatial logic is to describe the behaviour and the
spatial structure of concurrent systems. The logic is modal in space and in time, and a
formula describes a property of a particular part of a concurrent system at a particular time.

Locations can be added to Spatial Logic along the lines of [9] which gives a modal
logic based on Ambient Calculus [10]. Ambients are intended as locations, and there is
a modalitym [ ] for every ambient namem which specifies the location where a property
holds. These spatial modalities have an intensional flavour and ‘hybridise’ spatial logics as
the modality @p ‘hybridises’ IS5 in the current paper. However, the locations in Ambient
logic unlike this paper have an intensional hierarchy which is reflected in the logic by
having nested formulae likem [n [>]].

7 Conclusions and Future Work

We studied the hybrid modal logic presented in [16, 17], and extended the logic with dis-
junctive connectives. Formulae in the logic contain names, also called places. The logic is
useful to reason about placement of resources in a distributed system. We gave two sound
and complete semantics for the logic.

In one semantics, we interpreted the judgements of the logic over Kripke-style models
[19]. Typically, Kripke models [19] consist of partially ordered Kripke states. In our case,
each Kripke state has a set of places, and different places satisfy different formulae. Larger
Kripke states have larger sets of places, and the satisfaction of atoms corresponds to the
placement of resources. The modalities of the logic allow formulae to be satisfied in a
named place (@p), some place (♦) and every place (�). The Kripke semantics can be seen
as an instance of hybridIS5[23, 29, 7, 35].

In the second semantics, we interpreted the judgements over birelational models [11,
34, 26, 35]. Typically, birelational models have a set of partially ordered worlds. In addition
to the partial order, there is also a reachability relation amongst worlds. In order to interpret
the modality @p in the system, we also introduced a partial evaluation function on the set
of worlds. The hybrid nature of the logic presented difficulties in the proof of soundness.
The difficulties are addressed using a mathematical construction that creates a new model
from a given one. The set of worlds in the constructed model is the union of two sets.
One of these sets is the reachability relation, and the worlds in the second set witness the
existential and universal properties.

As in the case of intuitionistic modal systems [11, 34, 23, 26, 35], we demonstrated that
the birelational models introduced here enjoy the finite model property: a judgement is not
provable in the logic if and only if it is refutable in some finite model. The finite model
property allowed us to conclude decidability. The partiality of the evaluation function was
essential in the proof of the finite model property.

As future work, we are considering other extensions of the logic. A major limitation of
the logic presented in [16, 17] is that if a formulaϕ is validated at some named place, say
p, then the formulaϕ@p can be inferred at every other place. Similarly, if♦ϕ or �ϕ can
be inferred at one place, then they can be inferred at any other place. In a large distributed
system, we may want to restrict the rights of accessing information in a place. This can be
done by adding an accessibility relation as is done in the case of other intuitionistic modal
systems [35, 7]. We are currently investigating if the proof of the finite model property
can be adapted to the hybrid versions of other intuitionistic modal systems. We are also
investigating the computational interpretation of these extensions. This would result in
extensions ofλ-calculus presented in [16, 17]. We also plan to investigate adding temporal
modalities to the logic. This will help us to reason about both space and time.

From a purely logical point of view, the meta-logic used in the paper to reason about
soundness and completeness is classical. In order to obtain a full intutionistic account for
the logic, another line of investigation would be to consider categorical and/or topological
semantics for the logic. This would allow us to obtain soundness and completeness results
when the meta-logic is intuitionistic.
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