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Chapter 1

Introduction

The quotations at the beginning of the paper are meant to illustrate the pervasiveness and the wide

range of forms under which the linguistic phenomenon studied appears in everyday language.

Thus, the first excerpt from Sir Walter Scott could be seen as a relatively formal or at least carefully

planned passage of written language, as it is, in fact, poetry. It is rather short, but it contains two

anaphors, one of which is a nonpronominal noun phrase, and the other is a pronoun, the word

class most overtly associated with the idea of anaphora. Nonetheless, the interpretation of these

two anaphors is not so simple a matter as the unadorned beauty of the verses might suggest.

The antecedent for the noun phrase a simple race is a poet, which is introduced as a genitive

noun in the noun phrase that immediately precedes the anaphoric one. It is therefore necessary for

the interpreter to know that the noun race usually refers to humans and not to parts of the body or

to acts such as flattery. This is followed by a plural third-person pronoun, which assumes that the

interpreter understands the collective meaning of race and is thus perfectly capable of dealing with

the apparent lack of number agreement. All this must be accomplished while the altered sense of

race
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tr: It comforts, perhaps; but it also makes us di�ferent from others

PQ: cava abismos entre os homens...

gl: digs abysses between the-MASCp men

tr: it digs chasms between men

Two aspects of the cross-linguistic contrast are easily discerned. The first one is that subjects

can be omitted in Portuguese as a matter of course. Omitted subjects are identified by retrieving

them from preceding discourse and, in some cases, by more complex means. The second aspect

is that Portuguese does not have a neuter personal pronoun to match it in English, although neuter

forms survive as demonstratives isso and aquilo. Sentences like the first one in the example above

are thought of as an inversion which is frequent in copular constructions. References to inanimate

objects can be made by using the personal pronouns ele(s) and ela(s), but subjects seem to be more
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gl: went-1sts

tr: I did

C1: compraste ?

gl: bought-2nds

tr: did you buy it ?

C2: comprei

gl: bought-1sts

tr: I did

C1: me diz quanto foi

gl: me tell how much was-3rds

tr: tell me how much it was

C2: foi quinhento-r�eis

gl: was-3rds �ve hundred r�eis (old Brazilian currency)

tr: it was �ve hundred r�eis

The objects of the verbs are unknown, although the subjects are identifiable because of mor-

phology. One may freely construe places where one would go and buy something which cost

quinhento-réis, as the language is perfectly understandable and quite normal. The same sort of

game could of course be played in English with pronouns in the appropriate places, but obviously

this makes quite a difference in a referring system. The processing does not rely on indexes which

signal the need to retrieve an antecedent, but on a verb with omitted arguments. The use of in-

flected verb forms instead of the pronoun-operator system used in English is also a noteworthy

contrast at the root of important developments in spoken Portuguese.

The study of anaphoric phenomena in real-life dialogues involves thus a variety of forms of

reference, instantiated by pronouns, noun phrases and verbs, and, more importantly, a variety of

processing demands to which solutions must be found with the means available, that is, those

provided by the dialogue itself and the linguistic knowledge of participants. The successful inter-

pretation of spoken discourse requires linking all those different parts of speech to keep track of

referents which appear and depart or stay as the dialogue develops. This must be accomplished in

real time, a task which language users regard as trivial, but which draws on all levels of linguis-

tic knowledge. The phenomenon is so ubiquitous in natural language under so many forms that

defining the actual matter of study can be quite difficult.

No wonder, thus, that the examination of the large body of literature concerned with anaphora

shows that the term is used to refer to a variable range of linguistic phenomena, although the

third-person personal pronoun remains as the prototypical and most often investigated form of

anaphora. As noted by Bosch [Bos83], the word anaphora was in many ways a handy solution

for the problems identified with the term pronominalisation, since the literal sense of the word

pronoun leads to unwanted assumptions. Pronouns are not simply a substitute for a noun or noun

phrase that could be used instead. It seems counter-intuitive to understand first-person pronouns

as substitutes for the name of the person who is speaking. The substitution approach also runs into

difficulties for third-person pronouns in nonreferential uses and references to discourse chunks, as

well as in many other cases (see [QGSL85], section 2.44).

On the other hand, it is evidently true that pronouns have little semantic content and there-

fore need to be somehow linked to other elements for successful semantic interpretation. These

other elements must be either present in the discourse or inferable from what has been said. The

surrounding physical environment and the situation are also crucial sources of information for the
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necessary interpretation, especially in deictic uses1. Seen from a processing viewpoint, pronouns

are words which refer to another retrievable element in an instance of discourse by standing in a

special kind of relationship to this object of reference. Anaphora is therefore a name for a relation-

ship or process in which a term — called the anaphor — in an instance of discourse is linked to

an identifiable element — called the antecedent — in order to successfully accomplish semantic

interpretation2.

A desirable consequence of the change in terminology is the possibility of including phenom-

ena which are not necessarily related to pronoun reference without misnaming them. Under the



5



Chapter 2

Brief overview of the literature

This review is obviously not meant to be exhaustive, as this would be a Herculean task regard-

ing research on anaphora. The problem is compounded by the need to discuss research aimed

at discourse analysis, as well as discourse modelling in NLP systems, since they are intrinsically

related to anaphoric phenomena. Theoretical works which rely on a structural sentence-grammar

approach to spell out constraints on anaphoric reference are not mentioned here (but see Reinhart

[Rei83] for a complete discussion of such an approach). In fact, the review discusses a small num-
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all implemented. The ‘naive’ algorithm works basically on syntactic surface information provided

by parse trees, searching those trees to find noun phrases of the correct gender and number. It

also incorporates the command relation as proposed by Langacker [Lan69] and simple selectional

constraints on the noun phrases chosen. The first noun phrase
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tence can have a different centre within a distinct context of discourse structure. Each utterance in

a discourse segment is assigned a set of forward-looking centres. These forward-looking centres

are ranked according to relative prominence. Each utterance other than the initial utterance in the

segment is assigned a single backward-looking centre.

The elements which realise the forward-looking centres in an utterance are more likely to be

the backward-looking centre of the following utterance according to their prominence ranking, as

the backward-looking centre is the most highly ranked element which is realised in the following

utterance. Grosz et al. use these links between centres to derive rules for the realisation of centres

as pronouns or noun phrases. One important rule for the study of anaphora states that no element

in an utterance can be a pronoun unless the backward-looking centre is also realised as a pronoun.

This rule constrains the choice of referring expressions, and local coherence is compromised when

it is violated. The examples given, however, are single-speaker texts and do not seem to have been

extracted from real-life conversations, as they are very neat.

Hoey [Hoe91] explores cohesion, which the author deems an objective feature of text organi-

sation,3 by means of repetition-replacement relations. Coherence, on the other hand, is ‘in the eye

of the beholder’, and thus subjective. Notwithstanding, the presence of such lexical patterns, as an

essential aspect of cohesion ties (in the Hallidayan sense), contributes significantly to coherence.

These patterns form interacting chains in order to produce text organisation, as the cohesive effect
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other spoken-language situations.
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(6) I I was supposed to get up at about seven o'clock

C What do you mean you were supposed to

Sinclair [Sin92] acknowledges the problems involved in the
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2.4 Summary

Fligelstone’s work is the one which bears most similarities to the research described in this paper,

as it also develops a corpus annotation to analyse anaphoric relations. There is a lot in common

also with Biber’s methodology of using statistical procedures to quantify features of discourse

relations. This project believes statistics can be used to predict features of the antecedent, once
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Methodology

Attempts to analyse anaphoric relations in samples from the London Lund Corpus showed that the

scheme presented in [Fli92] was not adequate for the demands of spoken language. The strategies

required for the resolution of anaphors which could not be handled by recency techniques in-

volved segmentation and topicality. Moreover, the separation of types of anaphors and processing

strategies as two distinct properties handled the cross-li
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ever being the dominant topic. These elements related to the global topic should also be specified

together with the global topic for the dialogue. The same holds for each segment. A chosen

topic should be specified, along with a set of salient element
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ment. There are several distinct possibilities of topic res
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should be possible by automatic means.

bibliography = 16

Ford = 14

press = 14

university = 14

English = 13

Considering the small differences between the frequency totals for each lexical item, a decision

cannot be made without bringing in new criteria. The notion of even distribution is then brought

to bear on the frequency data. The distribution of the lexical item throughout the dialogue is a

crucial factor for the identification of the topic, because a high-frequency item could occur many

times in a relatively small stretch of the dialogue and then not occur any more. This lexical item

would be unlikely to be the discourse topic, which is expected to be more evenly distributed. In

the dialogue presently used as an example, there are 1160 tone units — henceforth referred to as

lines. The first and last lines in which each one of the lexical items are shown below.

bibliography 0047-0891

Ford 0067-1129

press 0130-1004

university 0232-0998

English 0073-0924

The information on first and last lines does not seem to make things clearer in any obvious

way. Occurrences spread in a reasonably even manner throughout the dialogue, although none

of the high-frequency items selected occur right at the beginning. One way to make things more

precise is to calculate means of incidence for the whole dialogue, relating frequency to number

of lines, and compare them to means of incidence for the stretch between the first and last lines
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to have an uneven distribution in the text on the basis of these results. In order to contrast these data

with a dialogue where distribution clearly rules out a high-frequency candidate for discourse topic,

compare the numbers for dialogue S11.01.00 (henceforth Dialogue 3). The dialogue has 1288

lines. Token totals conflate singular and plural occurrences. Figures are adjusted for repetitions

in hesitations and homographs — such as the future auxiliary will — which cannot be considered

as a possible discourse topic — and the noun phrase will — which is the discourse entity being
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between the last token in Ford and the one before the last, which characterises an outlier. This

adds to the preferential status already enjoyed by bibliography as a candidate for discourse topic.

It is true that both bibliography and Ford
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clearly concentrate on the large gap between 0104-0481 where Ford does not occur. The 0992

occurrence, which also relates to two tokens in the remaining university occurrences (the London

tokens; all the other university tokens are not referred to as university presses or funding agencies,

but as job options), also fills one of the Ford gaps. This probably means that Ford enjoys a special

status among the possible sources of funds, which the reading of the full dialogue will confirm.
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saliency in a dialogue, where saliency is a function of frequency, even distribution, position of first

appearance, and semantic adequacy. Even distribution is crucial. A highly frequent element which

occurs intensively in a passage of the dialogue but does not appear for long stretches is not likely

to be a good choice for discourse topic. This is particularly true if the first appearance occurs a

long way from the beginning. Semantic adequacy has to be assessed by the analyst, and is not

as objective as frequency and distribution. Some guidelines, based on the analytical experience

accumulated so far, are set to help reduce the degree of unpredictability. The resulting procedure

is shown below.

1. Run a word frequency count for the dialogue

2. Select the five most frequent suitable items, discarding:

� grammatical words such as pronouns, articles, prepositions and conjunctions

� noun phrases of unspecific semantic content, such as thing, sort and fact

3. Check the distribution of these items throughout the dialogue, selecting the most evenly

distributed for a working hypothesis

4. Check whether the same item is linked to different referents by means of short-range contex-

tual analysis and prefer those which have a single referent throughout or irrelevant variation

5. Check whether the referent for the high-frequency items is referred to by different items and

analyse the effect of this on frequency and distribution

6. Lemmatise the search and consider the significance of lemmatised-token frequencies for

global frequencies and distribution

7. Check the position of the first appearance and prefer the one closest to the beginning of the

dialogue

8. Prefer lexical items explicitly appearing in the dialogue to generic noun phrases covering

several items

9. Prefer items referring to objects instead of items referring to people

10. Check manually by reading the full dialogue

The last item may be carried out along with the first stage of the annotation work, which in-

volves the definition of fragments, segments and subsegments according to topicality. It should be

possible also to identify discourse thematic elements in the process of selecting a discourse topic.

Both the definition and the procedure draw on the work on lexical cohesion by Hoey [Hoe91].

The selection based on frequency and distribution ensures that the discourse topic will be a useful

notion for anaphora resolution and reduces subjectivity in choices, although it is not possible to

eliminate it entirely, as cohesion is a property of the text, but coherence is a result of the reader’s

evaluation of a text. Therefore, step 10 may result in a complete reversal of previous expectations,

although this has not been experienced in the annotation process carried out in this study. The

procedure is not meant to push analysts into counter-intuitive choices, but rather to avoid purely

subjective decisions and the problems described above. The danger of circularity is also avoided

by considering only simple and complex lexical repetition as measures of cohesion.

The procedure is likely to run into trouble in many cases, as coherence does not follow easily

from patterns of lexical cohesion. The analyst should be able to handle these situations with a

flexible understanding of the procedure. A last example will be discussed, as it also seems to

contradict one of the strategies defined in the procedure. The frequency count for Dialogue 2

(S01.02.03 in LLC) yielded the results below, unsuitable candidates omitted.
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faculty = 8

council = 8

committee = 7

academic = 6

university = 4

The item faculty is the most frequent, together with council. It appears six times as a qualifier

in the noun phrase faculty board or board of faculty, which mean the same in the dialogue, and

twice as head of the noun phrase faculty of arts
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selecting a discourse topic which would play a weak part in the processing of anaphoric relations

in a dialogue is virtually eliminated.

The analysis also allows the identification of a possible division into fragments with distinct

discourse topics, by observing the distribution and the position of the first appearance for an item

selected as a working hypothesis for discourse topic. The absence of discourse topic tokens for

long stretches at the beginning and at the end of a dialogue should be analysed with the possibility

of a fragment in
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to be another reference to thesis. The lexical item seems to be then a fairly acceptable working

hypothesis, although it has been necessary to consider poss
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twenty-three of those in the 0160-0615 range. Therefore, chances are that an episode involving

the doctor and a phone call is of some importance to the global topic
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0016 B I didn't s- I didn't see

0017 A you didn't see it

0018 B well

0019 B no I didn't

0020 B I I I all I know

0021 B was my mother was having her lunch

0022 B when I arrived

0023 A and

0024 A how did she seem then

0025 A at two o'clock

0026 B well

0027 B she seemed all right

0028 B I think she was a little tired

0029 A and how long did it take

0030 A for her to complete her lunch

0031 B oh I would think

0032 B probably

0033 B �fteen minutes

0034 A was it any a meal of any substance

0035 B she had erm chicken

0036 B she didn't eat very much of it

0037 A did you sit with her

0038 A whilst

0039 A she completed the meal

0040 B I was in the room

0041 B while she was having it

0042 B yes

0043 A and then uh did she have it on a tray

0044 B yes

0045 A somebody took the tray out presumably

0046 B er my wife took it out

0047 A and uh that's then about two �fteen

0048 B uh yes

0049 B i- yes

0050 B it would be

The dialogue is a bit more orderly than most in the sample, since it occurs in a courtroom

situation. On the other hand, there is a high level of shared knowledge which permits new local

topics to be introduced quite abruptly. This gives the beginning of the dialogue a choppy quality.

The lunch-meal effect detected in the 40-line chunk frequency does not take hold as a topic right

after the first appearance. It is introduced in 0012, but the brandy bottle is a new topic, signalling
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condition interrupts the development. The new resumption with the question in 0029 finally elab-

orates the topic lunch, with questions on duration, substance, the participant’s presence during the

meal, and the use of a tray, characterising the segment-subsegment organisation. The segmenta-

tion for the first 40-line chunk, extended to line 0050, is shown below with the topics for each unit:
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� a segment: introduced topic is related to discourse topic but does not develop a current

or previous segment topic, being a new local topic

� a subsegment: introduced topic develops current or previous segment topic, being

clearly subsumed in this segment topic

6. Consider that the introduced topic may be best represented by an adapted form of a token in

the dialogue

7. Prefer a new segment to a subsegment of doubtful subsumption

In a typical analytical situation, fragments — or at least clues of their existence — are very

likely to be spotted during the process of frequency analysi
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called a discretionary service um whereby people sign a little chit

and that we deal for them without telling them

In the excerpt above, the introduction of a new topic is evident, as the participants are notice-

ably talking about something else before B begins describing the imaginary situation he wants to

discuss. However, as the speaker himself is unsure of the way things actually happen, there is no

concise way to define the topic of the segment before A answers. Even then, things are not made

much easier for the analysis. Although the phrase discretionary service might be an appropriate

solution, the most salient entity in the segment is not the service but the fact that the broker will

be dealing for the clients without telling them. It is therefore acceptable to nominalise a chunk of

speech — for instance, dealing without telling the clients — and use it as the segment topic, even

when this requires a degree of adaptation. This option, however, should be used only when the

more straightforward techniques fail.

3.2 The classification of anaphoric relations

There are several difficulties which are inherent to the classification of anaphoric relations. The

annotation scheme was designed in such a way as to offer solutions for the problems of classifi-

cation. The series of examples below is meant to describe these problems (all examples are taken

from the LLC), thus concluding the discussion on methodological problems before the actual an-

notation scheme is described.

(9) B: erm in the sort of general outline that I sent you of the of the

project how did it strike you

A: oh I think it's good

The antecedent for the first anaphor in example (9) can be straightforwardly identified using

syntactic information. An algorithm such as Hobbs’ [Hob86] would be able to handle the reference

above. The second anaphor creates a chain of reference — a highly frequent phenomenon in

dialogues (see [HH76]; [Bib92]). It seems reasonable to assume that Hobbs’ ‘naive’ algorithm

could be adapted to identify the antecedent for the second occurrence as well.

It is important to note, however, that finding an anaphoric personal pronoun which had its

antecedent in the same sentence demanded some search through the corpus material. Example

(9) cannot be said to be a typical case of intra-sentential anaphora as well. Regarding personal

pronouns, the frequency rate of cross-sentence anaphora is higher than the one for within-sentence

anaphora. In fact, it is difficult to identify the structural sentence — as usually understood —
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signed the will

B: well it didn't really register that Mr Coleman was her solicitor to

me

Example (11) highlights the fact that the antecedent for a given anaphor can be a discourse

chunk instead of a single phrase. This is an occurrence of what is often named as the anticipatory it

(see [QGSL85], section 2.59). The pronoun stands for a clause which is subsequently introduced.

Hobbs explicitly states that his ‘naive’ algorithm cannot handle this kind of anaphora. Anaphors

which may refer to chunks of discourse include demonstratives and do-so anaphoras, inter alia.

The identification of the precise chunk being referred to can be quite challenging for an anaphora

interpreter in an NLP system. The annotation scheme, therefore, should also include ways of

codifying the occurrence of discourse-chunk antecedents.

There are occurrences where it appears without a referential function, or, at least, arguably so.

These include collocations — see explanation below and definition in 4.4.13 — such as the one in

example (12), and the so-called weather constructions. The fact that a typically anaphoric word,

such as it, may be nonreferential must be addressed as well. Nonreferentiality should be made part

of the codifying options in the annotation scheme. Other typically anaphoric words, such as that,

can also be nonreferential.

(12) B: I hope you'll accept my word on this

A: yes

B: because I I mean it

A: all right I will

The distinction between a referential and a nonreferential pronoun is nontrivial. Many border-

line cases are likely to appear as the analysis of corpus data progresses. As it often happens when-

ever corpus data are being analysed, the tokens collected are more easily defined as a continuum

than as members of clear-cut categories. Thus, there are pronouns which are clearly referential,

such as those in examples (9) and (10). However, the notion of anticipatory it, as applied to (11), is

not such a consensus in all cases. In [QGSL85], the it as an anticipatory subject in cleft sentences

is characterised as a pronoun that ‘arguably has cataphoric reference’ (section 6.17), although the

authors seem inclined to acknowledge its referential value.

According to the same authors, occurrences such as the one in example (12) are ‘the best case

for a completely empty or “nonreferring” it’ (see [QGSL85], section 6.17, note a). The actual

interpretation of the utterance would be presumably I am sincere in what I am saying. No referent

for it, either present in the discourse or inferred, is used in the interpretation. It seems safe then

to classify example (12) as nonreferential. This approach suggests then that referentiality is to

be measured according to the necessity of identifying a referent as a requirement for semantic

interpretation. One intuitively reasonable way of testing whether this identification is required is

to check for possible referents which would allow a more plausible interpretation of the utterance

than the idiomatic resolution used in example (12).

If this line is adopted, one obvious way to perform the check is to replace the pronoun with

the proposed antecedent in order to test whether the utterance is then satisfactorily understood. In

example (11), such a substitution results in an acceptable utterance, although an arguably stilted

and unlikely one in spoken language. In other cases, however, the antecedent, as identified in the

discourse, may not produce such an acceptable outcome, as in example (13).

(13) B: it was very shortly after that interview that I sent my circular

letter around to various scholars and I sent you a copy

The utterance derived by placing the that-clause in subject position is extremely awkward and

very unlikely in real speech. Nonetheless, the structure is quite similar in many respects to exam-
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ple (11), and the experience of annotating corpus dialogues shows that a variety of intermediate

degrees of stiltedness and acceptability exist. There are also cases in which the acceptability of

an utterance derived by the replacement of anaphor with its proposed antecedent is enhanced by a

minor adjustment, as in (14) below, where changing that for what produces a much better result.

This means of acceptability improvement is typical of cleft sentences, which have correspondent

pseudo-cleft sentences in most cases.

(14) B: it's the academic structure of the university that that uh we're

concerned about

It is true, however, that, once the idea of adjusting the proposed antecedent is made accept-

able, it becomes necessary to determine the extent to which these adjustments can be said to be
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A: when you read it did you read the whole thing through

The antecedent for the first and second occurrences of it is the nineteen sixty-one will, but

the third occurrence, in A’s utterance, refers to the ninety sixty-four will. At this point in the

dialogue, the fact that one will has been read by B for mother to hear and the other has not is

firmly established. There is no risk of the reference being misunderstood, in spite of recency and

usual chaining processes pointing to a different resolution. The effect of topicality on anaphoric

phenomena seems to be the best hope for an effective handling of these occurrences. In a nutshell,

the hypothesis would be that those highly salient elements are the ones which can be referred to in

a way that violates the usual constraints on recency and chaining.

It should be noted that all occurrences of anaphora in examples (9) to (16) involve it as an

anaphor. Information needed for the processing towards resolution is nonetheless distinct. It is

therefore not enough to classify anaphors according to traditional part-of-speech categories, if the

purpose is to understand the processing involved. Different tokens of the same personal pronoun

or any other kind of anaphor may be resolved with the use of dis
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be placed in separate lines at the beginning of their respect
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asterisk in the first column. This is followed by the letter s for segments or ss for subsegments,

together with a number which identifies the unit sequentially by order of appearance. A subseg-

ment mark also specifies which segment it is part of. The marks are followed by a phrase which

specifies the topic for that unit, as identified by the procedures in 3.1. The annotation for segment

and subsegment boundaries is shown below:3

(17) * s19 `B's statement through solicitors'

A: your solicitors furnished a statement made by you to the defen-

dant's, is that within your knowledge

B: yes yes

A: you know that

B: yes

A: mm

* ss1/s19 `contents of statement'

A: did you know that in that statement furnished by your solicitor to

the defendant's, it's stated: both Elsie and I had suggested this

to mother before I phoned her doctor who was out but arranged





Chapter 4

Description of the annotation scheme

Once the topic roles have been assigned throughout the full extension of the dialogue, the analysis

of anaphoric relations can start. A fine-grained classification, with a relatively large set of cate-

gories for each property, is used to characterise each token. Two of the properties — namely, type
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B: what it was all about yes

A: I gather you've been at it for nine years

B: erm by golly that's true yes yes it's not a long time of course in

the uh in this sort of work (FNP; im 5; thel; SK;) you know

4.1.2 Anaphoric adjective (AdjAn)

The category classifies adjectives which require the retrieval of a clausal or noun antecedent for

semantic interpretation. The anaphor may appear either in the comparative or superlative form

(example (21)), as well as in the standard form of the adjective (example (20)).

(20) A: was there any time between your arrival at two o'clock and your

departure after she had signed the will when she had any alcoholic

drink

B: no

A: are you sure (AdjAn; ex 162; p st; VMm;)

B: I'm absolutely positive (AdjAn; ex 162; p st; VMm;)

A: very good

(21) A: I just took it out of the shelf that particular volume because it

was the smallest book

B: mm mm

A: you know I just go into uh a stationer and buy whatever happens

to be there you see and that happened to be the smallest (AdjAn;

ex 29; dt; AM;)

There is a contrast between tokens of this type of anaphor in English and Portuguese. As there

is no equivalent for the anaphoric one in Portuguese, the occurrence of adjectives as noun phrase

heads, referring back to a noun, is the most frequent form of anaphoric adjective, whereas this

construction is only possible in special situations in English. One example is shown below.

(22) A: o peso menor que a senhora pode atingir

gl: the-MASC weight smaller that the lady can reach

tr: the lowest weight you should reach

A: s~ao quarenta e seis e oitocentos

gl: are forty and six and eight humdred

tr: is forty-six eight hundred

A: quase quarenta e sete quilos

gl: almost forty and seven kilos

tr: almost forty-seven kilos

B: o menor (AdjAn; ex
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4.1.3 Subject pronoun (SP)

All occurrences of it, he, she and they are annotated, including those which may be considered as

not truly anaphoric, such as it in weather constructions and collocations. Also all occurrences of

ele, ela, eles and elas as subject pronouns in Portuguese. Some occurrences of first and second

person pronouns are annotated when they appear in verbatim reproduction of speech, referring
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4.1.6 Determinative possessive (Pos)

All occurrences of third-person possessives — and those occurrences of the other possessives

which appear in verbatim reproductions of speech as specified in 4.1.3 — as determiners.

(27) A: the the the the sort of Harold Macmillan the the um Harold

Nicholson type who write their (Pos; ex 22; sst; FtC;) diary be-

cause they are aware of having their (Pos; ex 22; sst; FtC;) pulse

on the on the goings on of the time

4.1.7 Independent possessive (PPos)

All occurrences of third-person possessives — and those occurrences of the other possessives

which appear in verbatim reproductions of speech as specified in 4.1.3 — as noun phrases. Tokens

of third-person pronouns are typically annotated as two cases of anaphora signalled by one single

word. The first reference is to the possessor and the second one to the omitted possessed element.

The toke.23177(a)5.645m
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gl: calcium is not going to be so well absorbed

A: se a senhora �zer as refei�c~oes assim (AdvM; ex
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4.1.12 Numeral (NUM)
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A: the whole will

B: yes

A: in (PP; ex 19; p st; VMm;) one go or how many turns

Anaphoric prepositional phrases are more frequent and diverse in Portuguese, but most cases
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form pediu is omitted. In the second one, both the subject and the object of the same verb form

are omitted, so that the anaphor token is annotated as two cas
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and the antecedent would be the same. However, the occurrence would be classified as an operator

anaphor (see [QGSL85], section 5.1.). Examples below are also classified as do-phrase anaphors.

(48) A: I wasn't asked is the answer if it was a legal document and never

mentioned having witnessed a will on an envelope had I done so

(DPA; ex 115; p sst; CK;) it would have been a lie

(49) B: this wouldn't work properly the �rst time and mother signed again
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tr: all right

A: nunca na mesma refei�c~ao

gl: never in-the-CONTR same-FEM meal

tr: never in the same meal

A: ou deixa para fazer (DPA; im 49; p sst; VMm;) na pr�oxima

refei�c~ao

gl: or leave to do in-the-CONTR next-FEM meal

tr: or else do that in the next meal

4.1.21 Anaphoric non-finite clause (NFClAn)

This type of anaphor is quite rare. The antecedent is a noun phrase which typically contains

a quantifier — often a numeral — while the subsequent non-finite clauses specify the objects

introduced by the noun phrase. The annotation is entered immediately after the non-finite verb.

(53) B: in the hope that they would do two things �rstly - to give (NF-

ClAn; ex 68; p sst; SetMb;) me uh ay- small Ford Ford Foun-

dation travelling grant to visit a number of key centres and uni-

versities to explore the land so to speak - and uh when that has

been done to submit (NFClAn; ex 68; p sst; SetMb;) to them a

full documented report with the backing of virtually every major

library and every major philologist in the world to get them to

give me a substantial sum of money to enable me to �nish it

4.1.22 Anaphoric that-clause (TClAn)
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markers in these contexts will be the subject of a future paper. Two examples are given below. In

the first one, the verb form é responds as expected to a question where the verb form is the same.

In the second one, however, the verb form acts as an affirmative reaction signal which bears no

lexical relation to the verb in the previous sentence.

(56) A: diminuiu novecentos gramas

gl: diminished-PAST3rds nine hundred grams

tr: you lost nine hundred grams

A: mas �e uma boa coisa, n�e, em um mês

gl: but is a-FEMs good-FEM thing, not is, in a-MASC month

tr: but it is a good thing, isn't it, in a month

B: �e (LV; ex 6; p dt; FtCCh;)

gl: is

tr: yes, it is

(57) A: e a�� você fez uma uma pequena cirurgia (2syl)

gl: and then you made a a small surgery

tr: did you have a small surgery then ?

B: �e

gl: is

tr: yes, I did

4.1.24 Copula-plus-noun phrase anaphor (CopFNP)

This type of anaphor may refer to a specific copular subject left out in coordinate sentences, or to

broad chunks of discourse, which may be more or less defined. Only one case — of the first kind

— was found in the English-language sample.

(58) A: I just took it out of the shelf, that particular volume because it

was the smallest book

B: mm mm

A: you know I just go into uh a stationer and buy whatever happens

to be there you see and that happened to be the smallest and was

(CopFNP; ex 29; dt; Pl;) the most convenient to carry

This type of anaphor is far more common in Portuguese, with many occurrences of the second

kind, Its equivalent in English typically has a sentential pronoun it as a subject. In the example (59)

below, the antecedent is the copular subject, but there is no coordination. Moreover, the second

token refers back to the first anaphor, thus characterising a chain.

(59) A: sim mas aqui fruta uma fruta n�e ?

gl: yes but here fruit a-FEM fruit not is ?

tr: yes but here fruit is any fruit isn't it ?

A: ent~ao quer dizer a senhora

gl: then want say-INF the-FEM lady
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tr: then I mean you

A: pode ser a banana (CopFNP; ex 52; st; FtC;)

gl: may be the-FEM banana

tr: it may be a banana

A: pode ser a laranja (CopFNP; ex 52; st; FtCCh;)

gl: may be the-FEM orange

tr: it may be an orange

4.1.25 Copula-plus-adjective anaphor (CopAdj)
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tr: and do you have any idea of how your pressure has been in the

last days

B: n~ao 'tava a a quinze por oito (CopPP; ex 16; st; FtC;)

Other predicatives can occur in anaphoric copular constructions in Portuguese. These types of

anaphor are the copula-plus-clause (CopCl), the copula-plus-adverb (CopAdv) and the copula-

plus-numeral (CopNUM). They are not as frequent as the preceding types, adding up to less than

1% of all cases identified in the annotated sample.

4.1.27 Reflexives (REF)

All occurrences of third-person reflexive pronouns plus first and second person tokens in verbatim

reproduction of speech as in 4.1.3.

(64) A: but there's no indication there of who the writer is

B: no and we may well mother is mother uh coughs if she signs

herself (REF; ex 64; thel; FtCCh;) mother

4.1.28 Reciprocals (REC)

All occurrences of each other
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(65) A: Mr Potter did you arrive about two o'clock on the Sunday the

date (FNP; im 2; thel; SK;) the will (FNP; im 1; dt; SK;) was

signed

B: yes (AdvR; ex 198; p st; VMm;)

A: and did you go and see your mother (FNP; im 3; dthel; SK;)

straight away

B: yes I did (OPT; ex 4; p st; VMm;)

A: what was she (SP; ex 3; dthel; FtC;) then doing

B: she (SP; ex 3; dthel; FtCCh;) was having her (Pos; ex 3; dthel;

FtCCh;) lunch

The first annotated token is the Sunday the date the will was signed. Strictly speaking, there are

two tokens of anaphoric noun phrase, but in this case the date the will was signed is an apposition

which uniquely characterises
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4.3.1 Discourse topic (dt)

The antecedent is the discourse topic as identified by the procedure in section 3.1.1.

4.3.2 Segment topic (st)

The antecedent is the segment topic as identified by the procedure in section 3.1.3.

4.3.3 Subsegment topic (sst)

The antecedent is the subsegment topic as identified by the procedure in section 3.1.3.

4.3.4 Discourse thematic elements (dthel)

These are elements of high saliency in a dialogue which are closely related to the discourse topic.

Persons playing the role of agents, including the participants in the dialogue, are typical examples.

They often appear as candidates for the role of discourse topic in frequency counts. Therefore,

the procedure in section 3.1.1 will also provide the basic information to select discourse thematic

elements. They should appear in the upper third of the frequency count for possible discourse

topics. Also, the ratio used to assess even distribution should not be blatantly large.

4.3.5 Thematic elements (thel)

These are salient lexical items at the level of the segment, related to segment topics. They only

occur within the scope of a segment or subsegment. The distinctionbetween thematic elements and
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4.3.9 Discourse chunks (p
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A: but you have applied er for monies (FNP; im 12; st; LS;) I keep

hearing wherever I go

Distinguishing these three types may not be easy in some cases. In fact, the three categories

classify a continuum of knowledge, which begins with shared knowledge at one end and ends

with lexical signalling at the other. In spite of the arbitrariness involved in some decisions, the

separation of the processing in three distinct strategies was considered useful.

4.4.4 Lexical repetition (LR)

This category classifies anaphoric reference in which the simple repetition of a lexical item is the

clue to establish the link between the anaphor and the antecedent, as in the following example.

(77) B: and erm I
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knowledge — basically the notion of command — and agreement constraints. The first suitable

candidate found in such a search is the antecedent for the anaphor. An example is given below:

(79) A: how's the thesis going

B: uh I'm typing it (OP; ex 1; dt; FtC;) up now

4.4.7 First candidate chain (FtCCh)
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sequent anaphoric verb. The same direct object is also omitted in A’s response to B’s question,

characterising the first-candidate chain.

4.4.8 Verbatim memory (VMm)

Anaphora resolution may rely on literally recalling the exact terms of the antecedent as it was

uttered. This seems to be particularly important for the types of anaphor which involve ellipses

of sentences and verb phrases. As speech is evanescent, such strategy demands recency as a

precondition for the verbatim retrieval of utterances.

(82) A: I gather you've been at it for nine years

B: erm by golly that's true yes yes it's not a long time of course in

the uh in this sort of work you know

A: well no but it's quite a long time by any standards

B: yes suppose so (SoAn; ex 6; p st; VMm;)

4.4.9 Parallel (Pl)

The identification of the antecedent may rely on processing which involves parallelism of syntactic

structures. Thus, in the example below, the pronouns he and him can only be resolved by using

the information which defines the syntactic functions of antecedents in the previous move. These

syntactic functions are retained in the subsequent move.

(83) A: well of course a stockbroker doesn't do that he merely takes on

Mr Y as a client and he (SP; ex 220; dt; Pl;) does his best for

him (OP; ex 149; dthel; Pl;)

If the parallel strategy were to be applied as described above to Portuguese, virtually all

anaphoric verbs and linking verbs with an explicit antecedent would be classified as relying on

parallel strategy, as anaphora resolution relies on argument structure. Bearing in mind the adap-

tation described above, the parallel strategy is assigned, in Portuguese, to cases which demand

overriding the information in the first verb form found in a backward search on the basis of syn-

tactic information. One example is given below.

(84) A: você tem gases , costuma ter , assim ?

gl: you have gases , wont-PRES3s to have , so ?

tr: do you usually have trapped air ?

A: porque , costuma dar , n�e , uma uma um incômodo

gl: because , wont to give , not-is-CONTR , a a a discomfort

tr: because it usually causes a discomfort

B: diz que d�a

gl: says that gives

tr: it is said it does

A: �e , dor mesmo , d�a dor mesmo

gl: is , pain same , gives pain same

tr: yes , real pain . it causes real pain

B: �e . diz que d�a (VerbAn; ex 110; sst; Pl;) muita dor at�e
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gl: is , says that gives , much pain even

tr: yes , it is said it does , a lot of pain

The verb dar appears for the first time in A’s final move within the first turn, as the head of the

verb phrase costuma dar, in which it is linked with the third person singular verb form costuma,

present tense of the catenative verb costumar, indicative mode. It appears for the second time

with both arguments omitted in a nominative subordinate clause in B’s subsequent utterance. It

then appears again as the main verb in an utterance with a new but semantically related object

and the subject still omitted, followed by a new token identical to the one which appeared in the
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any trouble is she (SP; ex 221; dthel; DK;) wrong in that (De;

ex 108; p st; DK;)

B: yes I would take it that she didn't remember it (OP (cataph);

ex 109; p dthel; DK;)

As previously spelled out, this strategy is assigned to Portuguese tokens of anaphoric verbs

which demand the same sort of bypassing operation for the identification of the correct antecedent.

Anaphors with discourse-chunk antecedents of complex identification, as the one in example (88),

are also included in this category.

(88) A: but I've always been told that diarists are crazy as well

B: um well there may be of course something in this (De; ex 19;

p st; DK;) but

4.4.11 Set member selection (SetMb)

Anaphora occurrences assigned to this category rely on processing involving a previously men-

tioned set of objects from which one specific member is selected by the anaphor. The strategy is

often but not exclusively associated with one-anaphoras.

(89) B: we replace all the proper names including place names

A: mm yes mhm

B: by �ctitious ones (One an; ex 33; thel; SetMb;)

4.4.12 Set creation (SetCr)

The anaphoric reference may also create a set of objects to refer to various objects previously

mentioned separately.

(90) B: if you want to have philosophy and uh mathematics as your your

two possible subjects (FNP; ex 26; thel; SetCr;) as an undergrad-

uate then you can do those

A: oh no

4.4.13 Collocations (CK)

Anaphoric pronouns appear in collocations such as that’s it or to put it mildly. The interpretation

of these tokens differs in a regular way from the expected first-candidate strategies, taking a pre-

dictable resolution path according to the collocation in which they appear. The collocations for the

English anaphors were listed in order to allow recognition o
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4.4.14 Secondary reference (ScRf)

First and second person pronouns are not normally anaphoric. However, they may refer anaphori-

cally when speech is reported verbatim. This category accounts for such cases. The same defini-

tion applies for first and second person verb forms in Portuguese.

(92) A: and I said if this is what you (SP; ex
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olution of the anaphor, seldom to a single form of knowledge, as several are needed. Thus, an

element of verbatim memory is invariably involved in a resolution based on parallel, and, to a

certain extent, the reverse is also true. However, in the examples given above, the anaphor resolved

by means of verbatim memory requires the literal form of the previous move for its resolution.

On the other hand, the syntactic function of the words do not play a direct role in the resolution.

Contrastively, the example of
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Conclusion

This paper was intended as a relatively succinct description of the annotation scheme aimed at

readers who are primarily interested in the annotation proper. The annotation scheme was created

as part of a larger project which involved its use to analyse a large number of anaphora cases in En-

glish and Portuguese. Statistical techniques were subsequently used to further explore the results

concerning each one of the languages. Ultimately, a systematic description of recognition and

resolution patterns in both languages, named the antecedent-likelihood theory, was organised and

tested. These results were then used in a contrastive analysis of anaphoric relations in dialogues

in English and Portuguese. The project eventually became a DPhil thesis ([Roc98]).

On the other hand, the properties included in the annotation had to be sufficiently discussed

in order to ensure that the conceptual framework behind the annotation was properly understood.

Thus, it was necessary to make the paper somewhat lengthy. Nevertheless, a number of issues,

such as a thorough contrastive analysis of the anaphoric relations in the two languages, as well

as the interaction between anaphora, collocations and discourse markers, were barely discussed.

Work quoted throughout the paper can be sought by those who may have an interest in these

developments.

Finally, the annotation scheme underwent many changes during the annotation of the samples.

Although it seems reasonable to assume that it has now reached a relatively stable form, it can be

used in a variety of ways, according to specific demands. The crucial feature of the annotation

is the choice of properties included. Changes which do not eliminate any of the four properties

— grouping of categories, for instance, being an obvious one — are possible and may result in a
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Appendix A

Conventions

A.1 General conventions

The symbols below are used in both versions of the AL theory and of the collocation list. They

also appear at examples and glosses in the text. COL - collocation

X-verb - any form of the verb

NP - noun phrase

ADJ - adjective

modif - modifier

Compl - complement of verb

LV - linking verb

PP - prepositional phrase

Obj - object

ObjP - object pronoun

NUM - numeral

AdvP - adverb of place

NF-clause - non-finite clause

IndArt - indefinite article

Pos - possessive

DET - determiner

SubjC - subject complement

De - demonstrative

Art - article

SP - subject pronoun

Subj - subject

PastP - past participle

INF - infinitive

A.2 Conventions used in the glosses

Portuguese examples appear with a gloss (marked gl: underneath, followed by a translation

(marked tr:). Glosses only include a morpheme-by-morpheme account when thought necessary.

Translations are included as a guidance only, as it is sometimes difficult to find precise solutions in

English for colloquial expressions in Rio de Janeiro Portuguese. In cases in which the translation
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by-morpheme analyses are only included when seen as crucial for the point being made. For

instance, if the past tense form passei is preceded by the first person pronoun eu in the Portuguese

speech, the gloss may include simply I passed without the person, tense and mode specifications,

unless where the inflection is essential to the discussion.

In some cases, extra information about the examples is provided between brackets next to the

words concerned. Thus, bacurau, a Brazilian bird, appears in the glosses as bacurau (a bird). Any

other relevant information may be included using this convention. Symbols listed in the previous

session are also used in the glosses.

A.2.1 Verb tenses

PRES - present PAST - past INF - infinitive FSU - future subjunc
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Quick reference for code in the annotation scheme

B.1 Types of anaphor

Nonpronominal noun phrase FNP

Anaphoric adjective AdjAn

Subject pronoun SP

Object pronoun OP

Demonstrative De

Determinative possessive Pos

Independent possessive PPos

One-anaphora One an

Reciprocal REC

Reflexives REF

Adverb of place AdvP

Numeral NUM

Indefinite pronoun IP

Wh-word WHT

Prepositional phrase PP

Reaction signal AdvR

So-anaphora SoAn

Do-phrase anaphora DPA

Linking verb LV

Operator OPT
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B.3 Topical roles of the antecedent

segment topic st

discourse topic dt

subsegment topic sst

thematic element thel

focusing device fdv

discourse thematic element dthel

universal thematic element uthel

situational thematic element sithel

predicate of segment topic p st

predicate of discourse topic p dt

predicate of subsegment topic p sst

predicate of thematic element p thel

predicate of focusing device p fdv

predicate of discourse thematic element p dthel

predicate of universal thematic element p uthel

predicate of situational thematic element p sithel

B.4 Processing strategies

Shared knowledge SK

World knowledge WK

Lexical repetition LR

Lexical signalling LS

Set member SetMb

Set creation SetCr

Collocational knowledge CK

First candidate FtC

First candidate chain FtCCh

Modified antecedent AM

Verbatim memory VMm

Secondary reference ScRf

Parallel Pl

Discourse knowledge DK

Deixis Dx


